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The National Evaluation of the Welfare-to-Work (WtW) Grants Program uses information
on individuals who participated in eleven programs that received WtW grants. The eleven
programs are referred to as “sites’ in this appendix, labeled according to the city or state in
which they operated. All individuals who entered WtW at one of the eleven sites during a
specified period should have been enrolled in the evaluation. However, comparison of WtW
program records with data on individuals actually enrolled revealed that program staff failed to
enroll a substantial group of WtW participants in the evaluation, resulting in undercoverage.
Individuals who were enrolled in the evaluation are referred to as covered cases; those who
should have been enrolled but were not are identified as noncovered cases.

The process of data collection can be described as follows. At the time of enrollment, a
baseline survey was administered as part of the sample enrollment process. The survey
instrument was a hard copy questionnaire called the Background Information Form (BIF),
administered only to covered cases. A follow-up survey (Wave 1) was conducted 12 months
after the baseline survey on covered cases only. Hence, this survey had two sources of missing
data: the noncovered cases, and the covered cases who did not respond to the survey. A second
follow-up survey (Wave 2) was conducted two years after the baseline survey, regardless of
response status to the Wave 1 survey. For Baltimore County, Chicago, Phoenix, St. Lucie
County and Yakima, the undercoverage was discovered early in the sample intake period,
allowing administration of the 24-month survey to the noncovered cases (Exhibit F.1 provides an
illustration of the data structure for these sites). For Boston, Ft. Worth, Nashville, Philadel phia
and West Virginia, the timing of undercoverage detection did not allow for the inclusion of

noncovered cases in the sample. For these five sites, the data structure was the same with respect

! Boston and Milwaukee did not maintain electronic program records and as a result, we were unable to
explore potential undercoverage there. Refer to Fraker et al. (2004), Appendix C, for detailed discussion of the
covered population.



to coverage in both the 12-month and 24-month surveys. The 24-month survey also had unit
nonresponse, but the set of unit nonrespondents differed for Wave 2 due to different coverage,

when applicable, and response status as compared to Wave 1.

EXHIBIT F.1

DATA STRUCTURE FOR BASELINE/ADMINISTRATIVE,
12- AND 24-MONTH SURVEY S

Baseline/
Administrative | 12-Month Survey 24-Month Survey
I nformation (Wavel) (Wave 2)
Wave 2
Nonrespondents
Wave 1
Respondents
Covered Wave 2
Cases Respondents
Wave 1
Wave 2
HT—=S Nonrespondents
Wave 2
Noncovered Respondents
Cases Wave 2
Nonrespondents

Note: Shading designates subgroups of the evaluation sample for which data
from the surveys indicated by the column headings were not available.

A summary of the data available is as follows:

» State Administrative Data. We requested state administrative datafor all members of
the population whom we wanted to characterize. We were able to code quarterly
measures of TANF benefits, food stamps, and earnings for each member of the
population.

» Basdine Survey Data. Virtually all covered cases completed the BIF. However, as
described earlier, some individuals who should have been enrolled in the study were
not, and thus did not complete a BIF.



» 12-Month Follow-Up Survey Data. We attempted to interview all individuals who
were enrolled in the study for the 12-month follow-up survey. While the overall
response rate was high at 83 percent—particularly for a population of individuals that
can be difficult to locate—outcome variables based on 12-month follow-up survey
data are necessarily missing for nonrespondents.

* 24-Month Follow-Up Survey Data. Similarly, outcome variables measured at the
24-month follow-up are necessarily missing for nonrespondents of the 24-month
follow-up survey data. However, since we were able to target noncovered cases in
five gdites, the response and coverage patterns differ across the 12- and 24-month
follow-up surveys.

Because the 12- and 24-month follow-up surveys have different response and coverage
patterns, we could not use in the analysis based on the 24-month survey the same statistical
weights developed to address the undercoverage and nonresponse problems in the 12-month
survey. We therefore developed separate statistical weights and procedures for the 24-month
follow-up survey. In addition to descriptive analyses, we compared the Wave 1 and Wave 2
outcomes. This was complicated, however, by the fact that the samples are not independent
across two data collections, where different response and/or coverage patterns occur across
waves—making the variance-covariance terms in the estimation difficult to compute. To correct
this, we constructed replicate weights and used them to compute these variances.

This appendix describes the final disposition of the sample for the 24-month follow-up
survey (Section A), the weighting methods taken into account for biases that might result from
survey nonresponses and undercoverage in the 24-month follow-up survey (Section B), and the
development of replicate weights and variance estimation for comparisons between Wave 1 and

Wave 2 estimates (Section C).



A. FINAL DISPOSITION OF THE SAMPLE FOR THE 24-MONTH SURVEY

The overall response rate for the 24-month follow-up survey was 74 percent, ranging from
57 percent in Phoenix to 86 percent in Nashville (Exhibit F.2).? This rate is high, particularly
when considering the late addition of noncovered cases into the target sample of five sites
(Baltimore County, Chicago, Phoenix, St. Lucie County and Yakima). Since the contact
information for noncovered cases was on average older than that for the covered cases, it is not
surprising that these five sites were the ones that tended to exhibit the lowest response rates. For
example, Phoenix exhibited the lowest response rate of al sites (57 percent) and Yakima
exhibited the second lowest (64 percent). Milwaukee's response rate of 69 percent was
relatively low in part because the target sample consisted mostly of noncustodial fathers with a
criminal offense in their record—a group of individuals generally considered hard to locate.

The most common reason for not completing the 24-month follow-up survey was not being
able to verify the contact information for the target respondent (“unlocated” in Exhibit F.2).
About 3 of every 4 cases where we could not complete an interview were due to this reason. In
Phoenix, amost all the non-complete cases can be attributed to this reason. The inability to
locate individual s once the contact information had been verified represented about 13 percent of
the non-completed interviews in all sites (“other located” in Figure F.2), and about a third of
non-completed interviews in Milwaukee. Finally, the refusal rate tended to be low overal (3
percent) but was relatively high for Baltimore and Boston (7 and 8 percent, respectively).

The response rate for the 24-month follow-up survey was lower than that for the 12-month

follow-up survey (74 versus 83 percent).®> This may have been due in part to the naturaly

% This rate is calculated as the percent of casesin the target sample for which we completed a survey interview.
The target sample consisted of all covered cases for six of the sites and of both covered and noncovered cases for the
other five sites.

3 Refer to Fraker et al. (2004), Appendix Exhibit C-3, for statistics on the disposition of the sample for the 12-
month follow-up survey.

F-6



"PR131SA 8Q 10U PINOD LIOJRLLIOJU I JIeIU0D WOYM JOj Squislu ajdues ,

"MoIARIUI

Ue 1043|qe|feARUN 8M JO ‘PRIJ2ILI00 87 JOU PIN0D ‘ede 8} JO SPISINO PRAOW ey ‘PaTess0iedl] oM OUM NG ‘PBILIBA SeM UO FeuoJu] 1321U00 WOYM Joj Siequisw d|duwes |
"uoIren[eAs 8y Jo) aseqerep Bunioel] 80Inos

ver'6 819 682  vET L6v 282'T 79 vl 766 ove'e 108 e 9z/S 9|dwes
G6T S9C 8% vST  Z0r 00T 8L 69T €TT 89z 62T 06T JPerEO0|UN
ve T9  ¥2 v'e €T €2 12 zotT ee v'e 8T v'e ,PeIe007 BUIO
T0 00 00 00 00 0 00 00 T0 00 10 00 By RISAYd Bbenbue
€0 €0 00 00 90 0 20 L0 10 z0 20 00 paseasad
8¢ 827 1T v'e 0 0€ TV 6C 6T 2e Ll oy fesnjey
T9Z LS €6 zee gzr  T9T Ay L0g L9T 9ce L€z v6e (JuepuodsaiuoN) 81 |dwo) 10N
6€. €v9 L06 8. G5  6°¢€8 8's8 €69 €e8 v'19 €9, 90. (Juepuodsay) a3 [dwoD
oL VM ewiblA 14700 Xiweoud elydppe|iud  dlIAUSEN  SNMeM|IN UMOM 4 oBeolyd  uosog 0D uonisodsiq feuld
BWDRA 1SOM apn1is aiowneq
(sebe1usniad)

AINANS dN-MO 1704 HLNOWW-¥Z IHL d04 FTdINVS IHL 40 NOILISOdS1d TVNIA

¢4 119IHX3

F-7



increasing difficulty of interviewing sample members as time el apses following sample selection,
but was almost certainly also due to the fact that the target sample was expanded between the
two waves of the survey to include noncovered cases in five sites.  In fact, these sites tended to
exhibit the greatest decline in response rates. Particularly worth noting are Phoenix and Y akima,
which had 12-month survey response rates of 75 and 93 percent respectively and 24-month
survey response rates of 57 and 64 percent respectively. In contrast, the sites where the target
sample was not expanded to include noncovered cases exhibited similar response rates in both

waves of the survey.

B. WEIGHTSTO ACCOUNT FOR MISSING DATA

The 24-month follow-up survey was designed to characterize enrollees at the eleven sites
two years after program entry. However, some enrollees did not respond to this follow-up
survey. If the individuals who did not respond to the survey differ systematically from those
who did, sample nonresponses could bias the estimates based on data from the survey. In
addition, as described in Appendix C of Fraker et a. (2004), WtW program staff failed to enroll
a substantial minority of WtW participants, resulting in undercoverage. If covered cases differ
systematically from noncovered cases, sample undercoverage could bias the estimates from the
follow-up survey. The purpose of the weighting adjustments to the respondents of the 24-month
follow-up survey is therefore two-fold: to account for survey nonrespondents, and for
undercoverage in the WtW enrollment. The adjusted weights are expected to reduce bias due to
nonresponse and/or undercoverage.

Data availability, sample size and coverage problems differ for each of the eleven sites.
Therefore, we developed weights for each site separately. We developed a general protocol
following the weighting procedure for nonresponse adjustment and post-stratification that we

used for the 12-month follow-up survey. Although consistency in weighting class formation and
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collapsing (merging) of cells is generally desired, we explored aternative statistica
methodologies in several sites to accommodate unique data and model situations. In this section,
we outline general procedures for weighting class formation and collapsing of cells.

For the purpose of nonresponse and undercoverage adjustment, information on basic
demographic characteristics are available for both covered cases (gathered from the baseline
survey) and for noncovered cases from data extracted from each program’s Management
Information System (M1S).* Furthermore, administrative data obtained from the states—on
employment status, earnings, and TANF and Food Stamp program participation status—were
also available for both covered and noncovered cases. Since the demographic and administrative
data were available for both covered and noncovered cases, we compared respondents and

nonrespondents to the 24-month follow-up survey using these data.

1. Preliminary Bias Analysis

The bias due to nonresponse to the 24-month follow-up survey is a function of the
nonresponse rate and the relationship between the response probability and the survey outcome
of interest. The 24-month response rates are presented in Exhibit F.3.> The relationships
between nonresponse and the outcomes analyzed in this report are unknown because the
information needed to construct the survey outcome measures was collected only for
respondents. However, the 24-month follow-up survey outcomes may be related to basic
demographic information from the baseline survey and to program participation and employment
information from state administrative records. Therefore, we assess the differences between

respondents and nonrespondents in basic demographics, welfare participation, and employment.

* Program MIS data were collected for all sites except Milwaukee and Boston, which did not maintain
electronic records that we could use.

®> No explicit sampling was performed to select the sample for the evaluation, and the sampling weight can be
set to one for all cases. Hence, the weighted and unweighted response rates are equal.
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This assessment reveded statistically significant differences at the 0.05 level between
respondents and nonrespondents to the 24-month follow-up survey on several dimensions,
including sex, age, race and ethnicity, marital status, sources of income, and the timing of

program entry (Exhibit F.4).

Sex. Respondents were significantly more likely than nonrespondents to be female in
Baltimore County, Boston, Ft. Worth, and Y akima.

* Age. In Chicago and Ft. Worth, respondents were significantly more likely than
nonrespondents to be less than 25 years old; in Ft. Worth, respondents were
significantly less likely than nonrespondents to be 25 to 40 years old. In Yakima,
respondents are significantly more likely than nonrespondents to be more than 40
yearsold.

* Race and Ethnicity. Philadelphia had a significantly higher proportion of
respondents than nonrespondents who are black and non-Hispanic. In Ft. Worth, the
proportion of respondents who were white and non-Hispanic was significantly less
than that of nonrespondents.

e Marital Status. In Ft. Worth, a significantly higher proportion of nonrespondents
than respondents were married, whereas respondents had a significantly higher
proportion reporting themselves never married. In West Virginia, a significantly
higher proportion of nonrespondents reported themselves never married than
respondents, but a significantly lower proportion had been previously married.

e Sources of Income. In Phoenix, Nashville, and Chicago, respondents were
significantly more likely than nonrespondents to have income from TANF benefits.

In Philadelphia, Milwaukee, and Nashville, respondents were significantly more
likely than nonrespondents to have income from TANF and food stamps.

As described above, we developed 24-month follow-up survey weights for respondents to
account for differences between respondents and nonrespondents and covered and noncovered
cases, and used them in computing estimates based on 24-month follow-up survey data. The
strategy for developing these weights involved two stages: identifying variables that are
predictive of response to the 24-month follow-up survey, and developing weights to reduce bias

due to survey nonresponse.

F-11



4 119IHX3

(N) SLNIANOISTINON HLIM (H) SLNIANOLSTIH AFAHNS 40 NOSIHVdINOD

€6 0SS 98 06T 89T 828 090'T 68T°C Z6T  ST9 1L T.T . 9ZIS 9|dwes
8¢ ov xxx 6T 5% 1T rA 0 0 91 ST ot 0S Juew|joiuz Ajre3
xx G6 86 xx 0C ee 16 z6 06 68 p p S 19 S11jausq duwels poo4
xx 26 16 q q 06 €6 xx G8 88 p p 74 e S1jeusq AN VL
P p 15 8y 0S Ly ot s P p 0L zL sbuiures
T SWIOdU| JO Sa21n0S
€T zT g g 0T 1T €T €T TT 1T 9 2 ewo[dip 'S'H Ueyl aI0 N
£z /2 (o) v xx GT 4 /2 8z 1e 62 0 2 ewo|dip jooyos ybiH
79 19 98 18 vxx VL 19 09 65 8S 09 9 2 ewodip 'S'H Uey1ssaT]
uoireonpy
Yird 0c 74 ze 6g Se 9 2 8T 0z 9 2 peLew Asnoineid
89 19 1L 29 xx OF /S ) 2 GL 9L 0 2 palLlew AN
q q q q xx GT 8 9 2 9 g 0 2 palrew Apusnd
sneis elen
q q 0 0 q q 0 T € q q q BYI0
q q L 0T 14 /2 xx% 8 g 62 ) q q oluedsiH
88 /8 98 98 St 15 xxx 68 €6 29 09 Z8 08 dluedsIH-uou Je|g
TT 1T L v xx B2 12 4 Z 9 L €T 6T dlueds|H-uou 81y
Aoy pue soey
8 0T 9 8 8 ot €T zt S L 9z IT plosfeak o ueyraloN
/S 85 €S GG xx 1S ot S5 Zs 15 zs 15 19 plosesA oy - G2
Ge ze v s * OF 44 xx C o¢ Sty ot 4 2 plosieak Gz uey1 sso
JuswW [joJug MM e 8By
66 66 q q xxx 68 56 96 16 xxx 88 6 » 08 6 afeweH
BS N o BS N o BS N o BS N o BS N o BS N o a1s LI RYD
S[[IA\UseN BMMeM[TIN ULOM 14 0BeoIyD uosog ‘00 aJjowied
(sebe1usniad)

F-12



"B T0/S0°/0T" e 1Uedliubs A|jealis Fels S| SJUSPUOaSIUOU U SJUSPUOdSSI ASAINS USIMISC S0UBIOIHA « x+fxx/x

d|de|eAe Jouerq p

‘Busssiw afe saneAayl Jo wedsad Oz Ueylaio N 0 ‘1saeul Jo dnolb sy} J0) SUOITRAISSCO 9A1) Uyl SO () 'Sased pJenodun UOBEP SN ON ®
SS9 40 JuR.ed OZ SIetep BuIssiw Wl Jo afel 8y} UsyM paliodel e SOISIIS elep BuIssIw Wwe)l 109|§91 Jou 0p sazis ajdues ,
Juswi[o1ue MM J1je Jeak suo Aprew ixoidde swooul Aerend |
elep sAlRJIS U ILPe SeS pue ‘ssaiuelb A Ag pepiaocid eep S| welBoud 'ssa|jolue MIM 10 ABAINS aulesed Z00Z-666T B24N0S

T2C 162 8 27 2§ a8t TTZ 982 /0¢ S/0T ,9ZIS 9|dwes
29 €9 89 89 g 8¢ € e 1. S wswijoauz Aje3
P p %  S6 6 16 68 26 V6 16 s)ijeueq dweis pood
P p 9% 6 69 9. €8 16 86 86 sueusq ANV.L
p P L GT €8 L 0S 67 xxx C9 zL sbuiureg
I 9WI0dU| JO S32IN0S
) 2 q q er 9 14 14 L S ewo|dip 'S'H uey1 810N
o o LA g 9 LT 9T 6T €2 ewo(dip jooyos ybiH
o 9 89 09 09 9 6. 6L s. ewo|dip 'S'H Ueysso7
uoeonp3
9 2 x G e 9 €e 2 62 LT LT patLrew Asnoinaid
9 2 «9v  OF 9 /S 9 9 18 08 poLew BN
0 9 6 /2 0 0] 9 8 € € poLLew Apusund
sneis eien
p p q q q q 8 L x¥x € T BYI0
P p q q xxx 12 € «Tr 0§ L L oluedsiH
P p 8T €I xxx 2 /S or  ¥€ x98 16 dlUedsIH-Uou “oe|g
P p 6, S8 67  6€ T 6 € T d1UedsIH-Uou ‘B1IYAN
Apuyig pue soey
x0T O q q oT 8 9 L or 21T plo SJeak O ey 810N
S5 S 9 /S vy 08 0 ev 9 89 plosmeah oy - 52
ve  0g G2 62 & T 9 % ve  0€ plo siesh Gz uey1 sso
Jusw [joJug MM e 8By
«€L 6L 8 8 6 S6 g6 /6 66 66 alewe
BS N o Bs N o bS N o Bs N o BiS N o ansLeIRRYD
Y BUWDR A eUBIIAOM 14 "008PbnT1S X1US0Ud eiydppe|iud

(PenunuUod) 4 LIGIHX3

F-13



2. Nonresponse Adjustment

For the 24-month follow-up survey, we formed response propensity weighting cells to adjust
for nonresponse. The response status was modeled via a logistic regression with covariates
observed for al sample individuals. Such covariates generally consisted of demographic
variables (e.g., sex) and administrative variables (e.g., earnings). Exhibit F.4 provides a complete
list of demographic and administrative variables. Model selection included quality checks for
missing data on such covariates. Variables with substantial missing data were excluded from the
analysis, those with few missing values were imputed solely for the purpose of obtaining
weights. All covariates are used in a categorical form, thus imputation with the mode value and
with anew category value are compared.

For each site, we estimated the response propensity via a logistic regression of survey
response status on variables describing basic demographics, the timing of program entry, welfare
participation, and employment. In addition, we included the 12-month interview status as a
potential predictor for response status in the 24-month survey. We then used the same stepwise
procedure for selecting variables for weighting cell construction.

The potential variables included in the weighting algorithm varied across sites according to
data availability and quality. The variables selected for the largest number of sites were 12-
month interview status (11 sites), receipt of TANF benefits (7 sites), and receipt of food stamps
(6 sites) (Exhibit A.3). Education was selected only for Ft. Worth. The 12-month coverage
status was important in the model in all sites where noncovered cases were added to the 24-
month follow-up target sample, with the exception of Baltimore County.

We then considered the covariates included in the response propensity in our univariate
logistic regressions and jointly in a full model and in a stepwise selected model. Further model

selection was carried out to improve model fit and to allow for a parsimonious final model.
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Once the final model was selected, the quintiles of the distribution of the predicted response
propensity scores formed the weighting classes used in nonresponse adjustments. The
nonresponse adjustment factor is the inverse of the response rate in a cell, where the response
rate is estimated as the number of respondents in a cell divided by the number of sampled
individualsin that cell. The number of cellsinitially formed ranges from five to eight, depending
on the sample size for a site and the resulting adjustment weights (Cochran 1968; Eltinge and
Y ansaneh 1997).

When we encountered a small sample size in a particular cell, extreme weights, or
sparseness, we considered using a cell collapsing procedure. Before implementing the
procedure, we compared the predicted response propensities for each covariate pattern for each
set of the potential adjustment cells to explore any other natural regrouping of subjects. We then
determined whether the current weight in a questionable cell was actually large with respect to
the range of weights within that cell that would result from using the inverse of the predicted
response propensity itself as the nonresponse adjustment factor. We made fina adjustments to
cells based on the considerations noted above.

When collapsing was determined to be necessary and the data were assumed to be missing at
random (MAR) given the response propensity, we grouped observations with similar propensity
scores—often collapsing a fringe cell with its adjacent cell. In the case where a cell was not on
the fringe, we compared the median response propensity for observations within adjacent cells to
the median response propensity of the problematic cell, and collapsed the adjacent cell with the
smallest absolute difference in median response propensity. The final decision on whether and

how to collapse was site-specific, though the collapsing of adjacent cells was generally preferred.
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3. Coverage Adjustment

To account for undercoverage, the sample was post-stratified (cross-classified) by site and
the variables used in the 12-month post-stratification cells. With the exception of West Virginia,
where cells that contained relatively few sample members were combined with other cells (with
similar coverage rates if possible), we used the post-stratification cells defined in the 12-month
analysis and determined the 12-month and 24-month values of certain variables. We computed a
coverage adjustment factor for each post-stratification cell, using the nonresponse adjusted
weights computed earlier to calculate the coverage adjustment factors. We calculated the final
24-month follow-up survey weights by multiplying the coverage adjustment factors by the
nonresponse-adjusted weights for all sample members in the same cell. Hence, the final 24-

month follow-up survey weights account for both undercoverage and survey nonresponse.

4. Design Effects

The precision of our estimates depends in part on the variability in the 24-month follow-up
survey weights. Unequal response rates and coverage probabilities across adjustment cells used
in explaining response propensity or coverage models justify variability in the 24-month follow-
up survey weights to reduce bias. We did not have access to survey outcomes when developing
the 24-month follow-up survey nonresponse weights, thus design effects due to weight variation
can be computed as one plus the square of the coefficient of variation in the weights (Kish 1987).
This design effect, presented in the first row of Exhibit F.5, ranges from 1.053 in West Virginia
to 1.468 in Philadelphia.

Once the survey outcomes were made available, we evaluated the design effects across
different estimates. The design effect is defined as the ratio of variance of a point estimator
based on a nontrivial weighting adjustment for nonresponse to variance of a point estimator

based on a trivial weighting adjustment, or equivalently, giving all responding units the weight
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n/r (where n = original sample size and r = number of respondents). The design effects vary
across different variables and sites, but they range from about 0.76 in Y akima for the proportion
employed two years after enrollment to about 1.9 in Phoenix for the proportion with children
living outside the household (Exhibit F.6). As the design effects reveal, the variance of the
weighting class mean can have a lower variance than that of the trivialy weighted mean. This
reduction in variance may be due to post-stratification and is often evidenced when variables
forming post-strata are predictive of the survey outcomes (Holt and Smith 1979; Little 1993).
Similarly, nonresponse adjustment cells that are associated with the survey outcomes may result

in areduction in variance when using a weighting class mean.

5. BiasReduction Dueto Weighting

Earlier in the appendix, we displayed differences between the average characteristics of
respondents and nonrespondents in terms of basic demographics, TANF and food stamp
participation, and employment outcomes. We now examine how representative the respondents
are when weighted by the 24-month follow-up survey weights. Our anaysis reveds that for
these variables, the weighted proportions for respondents are very close to the population
proportions (Exhibit F.7). As a consequence, the error rates tend to be low; the exceptions tend

toinvolve very sparsely populated cells.

C. ESTIMATION METHODS AND MEASURES OF PRECISION
1. General Procedures

For this evaluation, we did not perform explicit sampling in our selection of the sample. We
therefore constructed weights solely to address missing data (as described in Appendix C of
Fraker et a. 2004). In computing estimates for the report, the choice of weights depended on the
data source from which the analysis variable was computed. Since variables constructed from

state administrative data rarely contained missing values, no weighting was used to compute
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means and proportions from these data. The coverage weights were constructed to address the
problem of undercoverage and applied to variables computed from BIF datain computing means
and proportions.® The 12-month follow-up survey weights, which were constructed to address
both undercoverage and nonresponse to this survey, were applied to 12-month follow-up survey
outcome variables in computing means and proportions.” Weights to account for nonrespondents
of the 24-month follow-up survey data were constructed separately from those for the 12-month
survey, as the set of covered and responding individuals differed for Wave 2. These Wave 2
weights were applied to the 24-month follow-up survey outcome variables in computing means
and proportions.

Standard errors of our estimates are presented in Appendix C. These estimates provide the
reader with the information necessary to assess the precision of the means and proportions
presented in this report. Standard errors of survey-based estimates were computed using standard
survey procedures in SUDAAN version 8 and SAS version 8. These methods are often referred
to as robust variance estimation or variance estimation via Taylor series linearization methods,
and we used them to account for the variability in the coverage weights, the 12-month follow-up

survey weights, and the 24-month follow-up survey weights.

2. Replication Methods and Variance Estimation for Cross-Wave Comparisons

While the variance estimation procedures described in the previous subsection can be
applied to both Wave 1 or Wave 2 survey data, they cannot be applied when computing
differences between Wave 1 and Wave 2 outcomes because the two samples are not independent.

Furthermore, response and coverage patterns differ across the two waves of data. Hence, basing

® These weights were also applied to variables from state administrative datain West Virginia, where we were
unable to obtain administrative data for noncovered cases due to legal issues involving consent to participate in the
study.

" Refer to Fraker et al. (2004), Appendix C, for details
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the statistical tests on only those who responded to both surveys would decrease the estimates
efficiency, as we would lose a substantial number of observations.

Computing variance that accounts for different response and/or coverage patterns across
surveys is complex. As an dternative, we generated replicate weights to obtain variance
estimates of the outcome differences between Wave 1 and Wave 2 with a replication method.
We used the jackknife method to generate these replicate weights, calculated a series of replicate
weights, and attached them to each record in the dataset. Fifty replicate weights were created
separately for Wave 1 and Wave 2 data, and independently for each of the sites. The number of
replicate weightsis the same for al sites and across waves.

When using the jackknife replication method, deleting selected cases from the full sample
generates the prescribed number of replicates. Prior to computing the replicate weights, we
created fifty replicates based on cases in the baseline survey. First, within each site, we sorted
the file by person ID. Within this sorted file, we identified 50 mutually exclusive and exhaustive
systematic subsamples of the full sample. A jackknife replicate was then obtained by dropping
one subsample from the full sample.

Next, as each replicate was constructed, we applied the entire weighting process—including
the Wave 1 nonresponse adjustment and post-stratification adjustment, and the Wave 2
nonresponse adjustment and post-stratification adjustment as applied to the full sample—
separately to each of the jackknife replicates to produce a set of replicate weights for each
record. In addition, the weights were adjusted by multiplying by a factor of 50/49 to account for
dropping one subsample in the creation of replicates. Finaly, the series of jackknife replicate
weights (JIKW1_1-JKW1 50 for Wave 1; JKW2_ 1-JKW2_50 for Wave 2) was attached to the

final data in order to construct jackknife replication variance estimates. These replicate weights
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were used to estimate the variances of the estimates of the differences between Wave 1 and
Wave 2 statistics.

Estimation of the variance through a jackknife method is performed by taking differences
between the point estimates computed based on replicate samples and that using the full sample.
For a stratified sample, the general formula for the jackknife variance estimator in SUDAAN

(RTI 2001) can be expressed as:

Viack (é) = Z h%Zi (éhi - é)z

where:

N, isthe number of primary sampling units (PSUs) or clusters within the stratum h
D,, isthenumber of PSUs or clusters deleted in creating the replicate

S, isthe number of replicates selected

éhi Is the estimate of the parameter 8 from thei-th replicate of the h-th stratum

6 isthe estimate based on the entire/full sample

In this case, 6 is defined as the difference between Wave 1 and Wave 2 estimates, 6 = él - 5?2 ,

where;

él is the Wave 1 estimate based on the entire/full sample
éz Is the Wave 2 estimate based on the entire/full sample

Note that éhi should be calculated in the same fashion as 6.

As described in the previous paragraphs, jackknife replicate weights were constructed
without stratification and based on fifty random groups. In this case, we view the sample as if it
came from a single big stratum containing fifty clusters. One cluster was randomly deleted to
construct areplicate, and all fifty possible replicates were selected. Consequently, the multiplier

for jackknife variance estimation can be
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N,—D, _50-1_49
D,S, 1x50 50

for this stratum. The ssimplified jackknife variance estimator can thus be expressed as:
N_492 /- 4
Vaus (6) = 55 (6 -6)

where this formula can be computed easily using a macro that loops 50 times.

2
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