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Executive Summary 
Background. The rise of artificial intelligence (AI) in health care and health care research has stimulated 
discourse on AI’s trustworthiness and its potential to cause harm. To provide guidance for U.S. 
Department of Health and Human Services (HHS) agencies on how to manage AI at all stages of the 
technology’s lifecycle, the Office of the Chief AI Officer published the Trustworthy AI (TAI) Playbook in 
September 2021. The Playbook defined TAI as the “design, development, acquisition, and use of AI in a 
manner that fosters public trust and confidence while protecting privacy, civil rights, civil liberties, and 
American values, consistent with applicable laws.” The Playbook also outlined six TAI principles: 1) 
fair/impartial, 2) transparent/explainable, 3) responsible/accountable, 4) robust/reliable, 5) privacy, and 
6) safe/secure.  

Considerations for implementing TAI principles for health care research, and patient-centered outcomes 
research (PCOR) in particular, are not explicitly addressed in the Playbook. Such considerations would be 
especially helpful for PCOR that the Office of the Secretary Patient-Centered Outcomes Research Trust 
Fund (OS-PCORTF) supports through data infrastructure capacity building.    

Project Purpose. One goal of the 2020–2029 OS-PCORTF Strategic Plan is “to leverage leading 
technology solutions to improve data capacity for patient-centered outcomes and comparative clinical 
effectiveness research.” Leading technology solutions include use of AI tools and methods. Under this 
goal, the HHS Office of the Assistant Secretary for Planning and Evaluation (ASPE) commissioned NORC 
at the University of Chicago (NORC) to develop a report to inform a better understanding about how the 
Playbook’s TAI principles can be applied to OS-PCORTF projects. The TAI Playbook is a foundation to 
describe and understand the TAI principles. We used an adapted version of the National Library of 
Medicine (NLM) research lifecycle to highlight the connection between TAI principles and PCOR. 

Methods. We used two approaches to gather the information summarized in this report: 1) an 
environmental scan of gray and peer-reviewed literature; and 2) eleven key informant discussions with 
federal and non-federal stakeholder experts in AI who validated findings synthesized from the 
environmental scan. We adapted the NLM’s research lifecycle and mapped the findings to the six phases 
of the lifecycle to contextualize the considerations for the OS-PCORTF community and PCOR 
researchers. 

Results. Our findings are organized into three categories to inform how OS-PCORTF projects can adhere 
to the HHS Playbook’s six TAI principles: 

• Key Informant Reflections on Implementing the Six HHS TAI Principles 

Key informant discussions noted that the six HHS TAI principles cover all salient ethical areas for 
consideration when using AI in PCOR, yet some principles are more difficult to implement and 
interpret than others. There was consensus that the privacy principle is the most intuitive and 
easiest to implement. Key informants described the transparent/explainable principle as difficult to 
implement for “black box” AI models, where the decision-making process may not be explained. 
Nearly all key informants agreed that the fair/impartial principle is the most difficult to 
conceptualize and to implement. Key informants also reacted to the Playbook’s definition of the 
safe/secure principle, noting that there should be more emphasis on protecting the safety and 
security of individuals from harm that may result from use of AI in research. 

https://www.hhs.gov/sites/default/files/hhs-trustworthy-ai-playbook.pdf
https://aspe.hhs.gov/sites/default/files/documents/b363671a6256c6b7f26dec4990c2506a/aspe-os-pcortf-2020-2029-strategic-plan.pdf
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• Considerations for the OS-PCORTF Community and PCOR Researchers in Adhering to TAI 
Principles 

This report describes 15 considerations for OS-PCORTF project adherence to the six TAI principles. 
We identified these considerations through the environmental scan of gray and peer-reviewed 
literature, refined and validated them through key informant discussions, and organized them by 
each of the six research lifecycle phases. Considerations that apply to all phases include ensuring 
patient privacy and safety are protected, evaluating tradeoffs between principles, and iteratively 
examining principles in every phase. We also identified TAI considerations for researchers specific to 
each research lifecycle phase. When planning a research project, considerations include determining 
the use case for the AI algorithm and establishing proper structures and procedures. During data 
acquisition, researchers can consider determining the appropriate volume, quality, and 
representativeness of the data. When preparing data for AI, considerations include augmenting the 
data and reducing errors that occurred during data collection. When analyzing data and maintaining 
AI models, researchers should test and evaluate models continuously for performance and for risk of 
bias or adverse events. Finally, when sharing results or reusing the AI algorithm, researchers can 
consider promoting transparency in their reporting.  

• Opportunities for the OS-PCORTF to Support Work that Promotes Adherence to TAI Principles 

To adhere to the HHS TAI principles, OS-PCORTF may consider 14 opportunities to support 
improvements to tools, resources, and methods/techniques. We used the environmental scan of 
gray and peer-reviewed literature to identify the opportunities and refined them through key 
informant discussions with federal and non-federal informants involved in AI-enabled research. We 
identified one opportunity related to governance, which describes updating documents that the OS-
PCORTF has produced to address ethical considerations around using AI algorithms or methods. Five 
identified opportunities related to data, including development and use of standardized data sets, 
methods to augment training data, synthetic data modules, federated data models, and foundation 
models. Finally, we identified eight opportunities related to developing tools and resources, such as 
implementation guides, evaluation methods and metrics guidance, curated repositories of tools 
addressing bias and transparency, inventories of AI-related efforts, core resources for researchers 
using AI, and forums to discuss tools and resources. 

Conclusion. Our findings highlight that the TAI principles outlined in the HHS TAI Playbook are important 
to implement when using AI for PCOR, but that implementation is complex and use case dependent. As 
the OS-PCORTF portfolio expands its projects that leverage AI, our report can be used as resource by the 
OS-PCORTF community, policymakers, PCOR researchers and others to inform application of the HHS TAI 
principles. 
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1. Introduction 
The rapid evolution and expansion of artificial intelligence (AI) has led researchers to develop dozens of 
guidelines, frameworks, and tools to foster ethical AI. However, there is little concrete guidance on how 
to implement ethics principles in practice.1 This gap in guidance, along with the inherently subjective 
interpretation of ethics principles, poses a challenge for organizations trying to implement and assess 
trustworthy AI (TAI).2  

In March 2021, the U.S. Department of Health and Human Services (HHS) established the Office of the 
Chief AI Officer (OCAIO) to create processes supporting TAI development across HHS agencies. In 2021, 
the HHS OCAIO published a TAI Playbook outlining six core TAI principles and identifying actions to 
advance TAI for different types of AI solutions.3  

The federal definition of TAI is the “design, development, acquisition, and use of AI in a manner that 
fosters public trust and confidence while protecting privacy, civil rights, civil liberties, and American 
values, consistent with applicable laws.”4 Although a large body of literature has been developed on AI 
ethics in health care delivery, far fewer publications focus on AI ethics in health care research, 
particularly patient-centered outcomes research (PCOR).5 PCOR’s focus on helping patients and caregivers 
“communicate and make informed health care decisions, allowing their voices to be heard in assessing the 
value of health care options” makes it critical for PCOR researchers using AI methods to understand and 
apply TAI principles throughout their research.6  

Effective application of TAI principles in PCOR is relevant 
to the HHS Office of the Assistant Secretary for Planning 
and Evaluation (ASPE). Under delegation of authority by 
the Secretary of HHS and through the administration of 
the Office of the Secretary Patient-Centered Outcomes 
Research Trust Fund (OS-PCORTF), ASPE coordinates 
across relevant federal health programs to build data 
capacity for PCOR. The OS-PCORTF’s strategic vision is 
“better data for patient-centered outcomes research to 
improve evidence generation, decision-making, and 
health outcomes for all Americans.”7 

The OS-PCORTF’s Strategic Plan (2020 – 2029)11 charts a 
course for strengthening data capacity for PCOR. The Plan’s third goal is to leverage advanced 
technology solutions to improve the use of large volumes of data, as well as the variety and timeliness of 
data available for PCOR.11 Such technology solutions include AI tools and machine learning (ML) 
techniques, which several OS-PCORTF-funded projects explore and use to improve the richness and 
robustness of evidence generated.12, 13, 14 It is critical for ASPE to identify ways to ensure that future OS-
PCORTF work using AI abides by TAI principles. 

This report presents the findings of an environmental scan and key informant discussions conducted to 
better understand how TAI principles can be applied in the use of predictive AI in OS-PCORTF and PCOR 
projects. In the report, we do not address generative AI, which consists of deep learning models that can 
generate text, images, data, and other content.15  

Artificial intelligence (AI) “enables computer 
systems to perform tasks normally requiring 
human intelligence.”8  
Machine learning (ML), a type of AI, is “the 
use and development of computer systems 
that are able to learn and adapt without 
following explicit instructions, by using 
algorithms and statistical models to analyze 
and draw inferences from patterns in data.”9  
Predictive AI includes ML, statistical 
modeling, and data mining techniques that 
can support predictive analytics.10 

https://aspe.hhs.gov/sites/default/files/documents/b363671a6256c6b7f26dec4990c2506a/aspe-os-pcortf-2020-2029-strategic-plan.pdf
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2. Background 
In recent years, AI has become an important tool in precision medicine and biomedical research to 
leverage and analyze growing volumes of health care data, with important early successes in medical 
imaging research.16 There are a variety of AI methods used for health care data, including ML and 
natural language processing (NLP).3 AI can be used to mine and analyze large-scale data repositories—
including data from electronic health record (EHR) systems, claims data, clinical registries, and genomics 
data—and to interpret outputs for clinical decision-making and population health.17, 18 In addition, AI 
can be valuable for conducting clinical trials19 and for engaging patient stakeholders in research.20 
Although not the focus of this report, generative AI tools such as ChatGPT can be used to improve 
efficiency in research, for example, by assisting in identifying relevant literature or code or scripts for ML 
models. We expect that as the field of AI evolves, applications of AI in health care research will continue 
to expand.  

The rise of AI in health care and health care research 
has sparked discussion about the trustworthiness of AI 
and its potential to cause harm, whether through 
breaches of patient privacy or by delivering 
systematically biased results. Researchers, clinical 
professional societies, and government agencies have 
all acknowledged that the widespread and increasing 
use of AI in health care and health care research may 
perpetuate inequities and needs oversight.25 
Increasingly, federal agencies and other organizations 
(listed below) are developing tools and guidance to mitigate potential harm due to AI by promoting TAI:   

• The White House has made responsible AI research, development, and deployment a priority in 
the national agenda and has developed resources, such as the Blueprint for an AI Bill of Rights, 
to manage risks to national security.26 

• The National Institute of Standards and Technology (NIST) developed an AI Risk Management 
Framework (AI RMF 1.0) in 2023 to help individuals and organizations better manage risks 
associated with AI; NIST has also released a playbook, roadmap, crosswalk, and explainer video 
to supplement the framework.27  

• The Coalition for Health AI (CHAI), led by the MITRE Corporation, aims to develop “guidelines 
and guardrails” through a consensus-driven framework for health AI systems; CHAI has 
developed a draft blueprint for TAI implementation guidance.28  

• The National Academy of Medicine (NAM) has initiated the Artificial Intelligence Code of 
Conduct project, which aims to provide a guiding framework to ensure AI algorithms used in 
health care and health care research perform “accurately, safely, reliably, and ethically in the 
service of better health for all.” The project involves national multidisciplinary leaders in its 
efforts to advance TAI.29  

3. Overview of HHS TAI Principles  
The HHS TAI Playbook published in 2021 supports TAI development across HHS, outlining six core TAI 
principles and help to identify actions to advance TAI for different types of AI solutions.3 Exhibit 1 lists 

Illustrative applications of AI in health care 
research:21  

• Developing matched cohorts for clinical 
trials, especially in oncology research.22 

• Developing health information technology 
tools to aid in preventing medication 
errors and to improve patient safety.23 

• Collecting health data using 
conversational agents, such as chatbots.24   
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the definition for each principle, together with potential consequences of not aligning with the 
principles.  

Exhibit 1. The Six TAI Principles from the HHS TAI Playbook and Potential Consequences of 
Nonalignment3  

TAI Principle and Description3 Consequences of Nonalignment30 
Fair/Impartial  
AI applications should include checks from internal and 
external stakeholders to help ensure equitable 
application across all participants. 

Algorithms based on data that are inherently biased 
can result in research conclusions that perpetuate 
health inequities and that produce or reinforce 
negative health outcomes that disproportionately 
impact one group over another. 

Transparent/Explainable  
All relevant individuals should understand how their 
data is being used and how AI systems make decisions; 
algorithms, attributes, and correlations should be open 
to inspection. 

Lack of transparency can result in algorithmic systems 
that are hard to control, monitor, and correct (that is, the 
“black box” issue) and will result in lack of trust from key 
stakeholders and the public. 

Responsible/Accountable  
Policies should outline governance and who is held 
responsible for all aspects of the AI solution (for 
example, initiation, development, outputs, 
decommissioning). 

If responsibility for algorithmic systems is unclear, and if 
harm results from use of the algorithms, it will be difficult 
to know who to hold responsible for addressing and 
preventing further harm. 

Robust/Reliable  
AI systems should have the ability to learn from humans 
and other systems and produce accurate and reliable 
outputs consistent with the original design. 

Algorithms that are unreliable and/or inaccurate have a 
higher chance of producing research conclusions that are 
incorrect, which may harm patients and result in 
negative health outcomes, further eroding stakeholder 
and public trust.  

Privacy  
The privacy of individuals, groups, or entities should be 
respected, and their data should not be used beyond its 
intended and stated use; data used has been approved 
by the data owner or steward. 

If patients feel that their privacy was violated, they are 
unlikely to participate in research and may mistrust the 
health care system.  

Safe/Secure  
AI systems should be protected from risks (including 
cyber) that may directly or indirectly cause physical 
and/or digital harm to any individual, group, or entity.  

If access to protected patient information is 
compromised, information may be exploited by 
unauthorized entities; as a result, the organization using 
the AI system may lose credibility. 

 

4. Report Purpose  
The HHS TAI Playbook supports leaders across HHS in applying TAI principles for developing and 
deploying AI solutions; however, the principles must be described in the context of research, specifically 
PCOR. This report presents key considerations on how the TAI principles can be applied in the context of 
OS-PCORTF projects and PCOR more broadly. We use the TAI Playbook as a foundation, mapping to an 
adapted National Library of Medicine (NLM) research lifecycle construct to offer context for the 
principles. The report focuses on how to apply TAI principles when using predictive AI models for PCOR.  
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5. Methods 
We gathered information for this report through: 1) an environmental scan of gray and peer-reviewed 
literature, and 2) key informant discussions with AI and PCOR experts to validate findings from the 
environmental scan.  

Environmental scan. We used three overarching questions to guide our environmental scan:   

1. What are the special considerations for applying TAI principles for OS-PCORTF/PCOR projects? 
2. What strategies have been used to review TAI principles within AI solutions for improving PCOR data 

infrastructure and PCOR more broadly? 
3. How have other agencies and research organizations applied and used trustworthy principles in 

their AI-focused PCOR/health care research work? 

First, we used pre-specified search terms to search PubMed for peer-reviewed articles related to AI in 
PCOR and health care research more broadly, as well as to the six principles; see Exhibit A1 in Appendix 
A for search terms and Exhibit A3 for specific search strings. Next, we screened articles using a two-step 
process that involved a title/abstract review, followed by a full text review of the articles retained 
according to pre-specified inclusion/exclusion criteria; see Exhibit A2 in Appendix A. We then conducted 
supplemental targeted searches for topics or specific concepts recommended to us by subject matter 
experts (SMEs) or key informants. Finally, we searched backward through the reference list of selected 
articles to add any additional relevant articles.  

Exhibit A4 in Appendix A shows the article selection process. The initial PubMed search resulted in 331 
articles for review, of which we removed 108 duplicates. We included an additional 63 resources at this 
step per recommendation of subject matter experts (for example, peer-reviewed articles, reports, tools, 
organizational updates on websites, and blogs from trusted sources). A total of 286 articles underwent 
the titles/abstracts review step. Upon applying our inclusion/exclusion criteria on the title/abstract, we 
identified a total of 170 articles for the full text review, including 34 articles we identified through 
backwards searching of references. Lastly, after reviewing the full text of the 170 articles, a final total of 
132 articles were included. 

Key informant discussions. We conducted 11 virtual, one-hour semi-structured key informant 
discussions with 13 experts in the field of AI, including individuals from federal agencies, academic 
research centers, and the private sector. The SMEs and key informants commented on our initial 
environmental scan findings, and we incorporated their feedback into our final synthesis. See Appendix 
B for the detailed protocol used to guide each discussion.  

Analytic approach. We organized and synthesized findings by mapping considerations relevant for PCOR 
researchers to six distinct phases of the NLM research lifecycle construct that were applicable to an AI-
enabled research lifecycle; see Exhibit 2.31   

 

 

 

 



SEPTEMBER 2023 FINAL REPORT 7 

Exhibit 2. Six Phases of the AI-Enabled Research Lifecycle  

 

6. Findings 
We organized the findings of the report into three categories: 1) key informant reflections on 
implementing the TAI principles; 2) important considerations for PCOR researchers and the OS-PCORTF 
community to take into account when using the HHS TAI principles; and 3) potential opportunities for 
the OS-PCORTF to support project alignment with TAI principles. 

6.1 Key Informant Reflections on Implementing the Six HHS TAI Principles 

The TAI Playbook emphasizes the importance of all six principles to ensure TAI; however, the Playbook 
also acknowledges the challenges and tradeoffs related to implementing each principle. Key informants 
remarked that although TAI principles cover all the salient ethical areas, fully implementing each 
principle in a given project is typically a challenge. 

Key informants noted that the privacy principle is the most intuitive and easiest to implement. 
According to both the literature and key informants, there are established, vetted tools and methods for 
protecting patient privacy in health care research already in use.27, 32, 33 The tools and methods can be 
used for maintaining the privacy of data used in research that leverages AI. Key informants described 
the transparent/explainable principle as difficult to implement for black box AI models, where the 
decision-making process cannot always be explained. However, researchers can facilitate transparency 
by using tools and resources to document how the AI model was created; documentation should 
describe and characterize data sources, algorithm and parameter choices in model development and 
summarize performance validation in a way that a general audience can understand.  
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Nearly all key informants agreed that the fair/impartial principle is the most difficult to conceptualize 
and to implement. Implementing fairness in AI requires 
addressing the human factors that introduce bias in data and 
mitigating bias within existing data sets used for algorithm 
development. If there is underlying bias in the data used to train 
predictive AI algorithms, the resulting conclusions or predictions 
may further exacerbate existing inequities.25 Several key 
informants also described a general lack of guidance regarding 
the definition of fairness and how to apply measurements for 
fairness. A lack of guidance stems from the inherent difficulty in 
defining and measuring fairness, as perceptions of fairness may 
vary with different cultural and institutional contexts.  

Key informants reacted to the TAI Playbook’s definition of the safe/secure principle, noting that there 
should be more emphasis on protecting the safety of individuals from potential harm caused by AI 
use,34, 35 rather than focusing on the security of the AI system itself (for example, from malicious 
attacks).  

Additionally, key informants noted there are tradeoffs with implementing the TAI principles.36, 37, 38 The 
TAI Playbook emphasizes that “TAI principles are not mutually exclusive, and tradeoffs often exist when 
applying them.”3 Often a focus on one principle may require less adherence to another principle.37 For 
example, when developing an AI-enabled health care tool, researchers often must select a cutoff point 
for action.39 Selection of this cutoff point requires researchers to weigh maximizing sensitivity—
identifying patients who would benefit from an intervention, aligning with the fair/impartial principle – 
against maximizing specificity – ensuring patients are not unnecessarily placed at risk by the 
intervention, aligning with the safe/secure principle.39  

Recognizing that health care research is at an inflection point regarding the use of AI, informants noted 
that it is not feasible to stop AI use in the health care research context. Rather researchers must remain 
vigilant in building trust in AI solutions by being transparent about strengths, weaknesses, and 
limitations.  

6.2 Considerations for OS-PCORTF Projects in Adhering to TAI Principles Across the Research Lifecycle 

Below, we describe considerations that the OS-PCORTF community and PCOR researchers should take 
into account to align with the TAI principles; see Exhibit 3 for a summary of the considerations. We have 
organized the findings by the NLM’s six research lifecycle phases (as shown in Exhibit 2), plus an initial 
overarching category that applies throughout the research lifecycle. Each consideration is tagged with 
the TAI principle(s) it addresses. 

Exhibit 3. Considerations to Adhere to TAI Principles Across the Six Research Lifecycle Phases 
Overarching Considerations  

• Consideration 1: Develop clear and effective protocols for data management and 
stewardship to ensure privacy and security are protected when developing, training, 
validating, and implementing AI models. (Transparent/Explainable; 
Responsible/Accountable; Privacy; Safe/Secure)  

“‘Fairness and impartiality’ would be 
the most difficult because it is not 
intrinsic to building models… the idea 
of fairness and impartiality [is] not 
intrinsic or intuitive because society is 
complex, therefore the environment 
where models are deployed will be 
complex.”  
-Federal Key Informant 
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Exhibit 3. Considerations to Adhere to TAI Principles Across the Six Research Lifecycle Phases 

• Consideration 2: Consider the tradeoffs involved in taking action to improve one or more 
TAI principles within a project, and document decisions regarding tradeoffs throughout the 
research lifecycle. (Fair/Impartial; Transparent/Explainable; Responsible/Accountable; 
Robust/Reliable; Privacy; Safe/Secure) 

• Consideration 3: Address and reassess AI solutions for trustworthiness in every phase of the 
research lifecycle. (Fair/Impartial; Transparent/Explainable; Responsible/Accountable; 
Robust/Reliable; Privacy; Safe/Secure) 

Phase 1: Plan  

• Consideration 4: Determine whether AI is appropriate for the research questions you are 
trying to answer, before beginning the project. (Fair/Impartial; Responsible/Accountable) 

• Consideration 5: Develop a Steering Committee or Technical Expert Panel when leveraging 
AI solutions. The Committee or Panel should comprise experts in AI, data management, and 
information technology, as well as representatives of the patients and/or communities 
affected by the work. Where possible, consider the inclusion of experts that are also 
members of the affected communities. (Fair/Impartial; Transparent/Explainable; 
Responsible/Accountable; Robust/Reliable; Privacy; Safe/Secure)  

• Consideration 6. Enhance transparency and protect privacy by implementing clear, 
thorough, data consent procedures that explicitly address use of patient data in AI models. 
(Transparent/Explainable; Responsible/Accountable; Privacy) 

Phase 2: Acquire  

• Consideration 7: Determine the appropriate volume and quality of data to support the 
identified problem and AI application, when identifying data sets. (Fair/Impartial; 
Robust/Reliable) 

• Consideration 8: Assess whether the selected data sets represent the population being 
studied, when leveraging secondary data sets such as clinical registries, claims, or EHR data. 
(Fair/Impartial) 

• Consideration 9: Explore the use of multiple, diverse, and high-quality data sources that 
support the identified use case for the AI model, including validation and training data sets. 
(Fair/Impartial; Transparent/Explainable; Responsible/Accountable; Robust/Reliable; 
Privacy) 

Phase 3: Prepare  

• Consideration 10: Consider techniques and methods that augment the data used when 
leveraging AI, especially in situations where multiple, diverse data sets cannot be acquired, 
or the amount of data needs to be artificially increased. (Fair/Impartial; 
Transparent/Explainable; Robust/Reliable; Privacy)  

• Consideration 11: Consider instituting processes and protocols to reduce measurement 
error, missing data, and selection bias, any or all of which may occur during data collection. 
(Fair/Impartial; Robust/Reliable) 
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Exhibit 3. Considerations to Adhere to TAI Principles Across the Six Research Lifecycle Phases 
Phase 4: Analyze  

• Consideration 12: Evaluate and test models for model performance, efficacy, accuracy, and 
adherence to principles using specific metrics and continue to monitor performance over 
time. (Fair/Impartial; Transparent/Explainable; Responsible/Accountable; Robust/Reliable;)  

• Consideration 13: Test and assess algorithms and their outcomes for risk of bias using 
appropriate analytic tools and techniques, when using AI. (Fair/Impartial) 

Phase 5: Maintain/Update/Preserve  

• Consideration 14: Monitor and maintain deployed systems continuously to identify and 
address risks and adverse events, when leveraging AI algorithms. (Privacy; Safe/Secure) 

Phase 6: Share Results/Reuse  

• Consideration 15: Promote transparency by reporting comprehensively on the functionality, 
strengths, and weaknesses of an AI tool. (Transparent/Explainable) 

Overarching Considerations for OS-PCORTF Projects 

There are three overarching TAI considerations that PCOR researchers should keep in mind throughout 
the research lifecycle:  

Consideration 1. Develop clear and effective protocols for data management and stewardship to 
ensure privacy and security are protected when developing, training, validating, and implementing AI 
models. (Transparent/Explainable; Responsible/Accountable; Privacy; Safe/Secure) 

Given the sensitivity of health care data and the high volume of data analyzed in many PCOR studies, 
privacy is a major consideration when implementing AI. Several key informants emphasized that 
protecting the privacy and security of individuals, groups, or entities is a fundamental concern in AI-
enabled research, especially given that privacy breaches could significantly undermine efforts to 
promote trust in AI.  

Developing clear and effective data governance and 
stewardship protocols and data protection plans is key 
to ensuring the safety and security of AI. Data 
governance comprises organizational enterprise assets, 
policies, and practices informing “what data can be 
shared, with whom, under what conditions, and for 
what purposes.”40, 41 Effective governance requires 
designating entity(ies) responsible for all aspects of the 
AI lifecycle, and provides structures, systems, 
processes, and teams to help organizations develop a culture of risk management.27 Experts in AI, data 
management, and information technology should be engaged in the development of governance 
frameworks.42 Two ways that experts can be involved in governance is through the creation of steering 
committees (see Consideration 5) and through rigorous AI algorithm peer review or audit processes. 

In addition, researchers should consider appropriate tools and methods to ensure and enhance patient 
privacy within the data management and stewardship protocols. Several key informants identified the 
need for privacy-enhancing technologies (PETs) for AI, as well as data breach minimizing methods such 

National Institute of Standards and 
Technology (NIST) Privacy Framework 
• The NIST Privacy Framework is a tool 

for researchers and organizations to 
identify and manage privacy risks early 
in the development process; it includes 
a resource repository and roadmap to 
support implementation.44 
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as de-identification and aggregation for certain model outputs.43, 44 The OS-PCORTF has dedicated 
efforts in this area by supporting research to evaluate privacy-preserving record linkages currently used 
or developed within HHS related to PCOR objectives.45 Another project supported by the OS-PCORTF is a 
pilot to explore a novel privacy-preserving method called split learning, which uses data from health 
information exchanges (HIEs) for COVID-19-focused PCOR without compromising patient privacy.46 
Researchers may refer to the OS-PCORTF for example methods and approaches. 

Consideration 2. Consider the tradeoffs involved in taking action to improve one or more TAI 
principles within a project and document decisions regarding tradeoffs throughout the research 
lifecycle. (Fair/Impartial; Transparent/Explainable; Responsible/Accountable; Robust/Reliable; 
Privacy; Safe/Secure) 

Research has highlighted that tradeoffs are involved when applying TAI, since taking action to improve 
one principle can make it more challenging to adhere to another. For example, removing key identifiers 
from a data set to improve privacy protections for individuals may result in removing variables relevant 
to subpopulations such as members of racial/ethnic minority groups, affecting both fairness and 
robustness.47 Several informants noted that making an assessment of the priority TAI principles is a 
critical step in the research planning phase and that prioritization of principles is likely to shift depending 
on how the AI results are to be used.27 Assessment and documentation of tradeoffs is important to 
identify lessons and guidance for future OS-PCORTF projects.  

Consideration 3. Address and re-assess AI solutions for trustworthiness in every phase of the research 
lifecycle. (Fair/Impartial; Transparent/Explainable; Responsible/Accountable; Robust/Reliable; 
Privacy; Safe/Secure) 

Consideration of the TAI principles must occur in all phases of AI-enabled research. Not only does failing 
to address AI principles in any phase risk overall negative consequences,3 but failing to address 
principles in an earlier phase can make it challenging to adequately address them fully in a later phase. 
Informants also stressed the need to repeatedly reassess AI solutions for trustworthiness in each phase 
to account for unexpected shifts in risks.3 

Phase 1: Plan 

Consideration of TAI principles at the planning stage of a study will lay the foundation for continual 
reassessment throughout the research lifecycle.  

Consideration 4. Determine whether AI is appropriate for the research questions you are trying to 
answer, before beginning the project. (Fair/Impartial; Responsible/Accountable) 

Understanding and clearly describing the problem an AI solution seeks to address is the first step for 
developing and using TAI in research. A growing body of literature on problem formulation in data 
science addresses identifying the research problem to be solved and how to train an algorithmic model 
to achieve those aims.48 As detailed in Consideration 5, a peer review process or consultation with a 
steering committee or other governing body can support careful review of ethical issues. 

A groundbreaking study that illustrates this consideration found evidence of racial bias in a widely used 
health care algorithm that assessed health needs by using health expenditures as a proxy for need.49 The 
study found that because less money was spent on Black patients who had the same level of medical 
complexity and need as White patients, the algorithm had high predictive value of its target variable of 
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health cost. However, what this approach ignored was that Black patients have lower health 
expenditures than White patients, despite having higher morbidity and mortality rates. As a result, this 
cost-based algorithm would perpetuate the health care utilization resource bias observed in the data 
when it was used to direct health care resources. 

Consideration 5. Develop a Steering Committee or Technical Expert Panel when leveraging AI 
solutions. The Committee or Panel should comprise experts in AI, data management, and information 
technology, as well as representatives of the patients and/or communities impacted by the work. 
Where possible, consider the inclusion of experts that are also members of the affected communities.  
(Fair/Impartial; Transparent/Explainable; Responsible/Accountable; Robust/Reliable; Privacy; 
Safe/Secure) 

Establishing a clear advisory body or governance structure at the start of the research process facilitates 
adherence to TAI principles in all phases of the research lifecycle. Steering committees or technical 
expert panels could advise on the creation of research questions, the identification and review of 
appropriate data sets, analytic methods and tools, and clear, detailed data protection plans. 

For the advisory function, our environmental scan identified the 
need for close collaboration with cross-disciplinary stakeholders, 
including those with expertise in areas such as mitigating bias, 
statistical or ML techniques, making data “AI ready,” risk 
mitigation, privacy, security, and health system strengthening.50, 

20, 38 However, several key informants noted that building a bench 
of experts in the predictive AI field, as in any emergent field, is an 
ongoing enterprise-wide challenge. Additional workforce 
development and training will be required to help ensure that AI is 
used effectively, responsibly, and appropriately in research. 

Researchers should consider the perspectives of the community, patients, health system leaders, and 
end-users such as clinicians affected by AI use, not only to identify potential biases in an AI tool but also 
to promote trust. Several key informants emphasized this point, particularly in the context of PCOR 
research. Patients can be engaged in steering committees, advisory boards, focus groups, or other 
governance structures. In a community governance model, for example, patients or research 
participants can be consulted on topics such as assessing the risks of data usage, identifying methods to 
minimize potential harms, and ensuring the priority population benefits from the results of the 
research.42 The National Institutes of Health (NIH) Artificial Intelligence/Machine Learning Consortium to 
Advance Health Equity and Researcher Diversity (AIM-AHEAD) program provides a good model for 
increasing community engagement in research that leverages AI.51  

Consideration 6. Enhance transparency and protect privacy by implementing clear, thorough data 
consent procedures that explicitly address the use of patient data in AI models. 
(Transparent/Explainable; Responsible/Accountable; Privacy) 

Researchers involved in AI development, and who have access to patients whose data are being 
leveraged, should communicate with patients about how AI tools work in general and how their data 
may be used in training AI tools to make decisions. Patients have the right to a plain-language 
explanation about how their data will be used in an AI-enabled research project, potential harms that 
could result, and their right to withdraw their data.52  

“When you’re starting to plan the 
program or plan the work that you're 
going to do as a researcher, having 
representatives and a steering 
committee that are from the 
communities of interest is critical. 
They see things that we don't see.”  

-Federal Key Informant 



SEPTEMBER 2023 FINAL REPORT 13 

Informed consent procedures must use accessible language to make patients aware of key factors that 
may affect their willingness to have their data included in research that uses AI methods or tools. Other 
strategies to enhance the consent process can include engaging patients or participants through a 
variety of messaging formats such as short quizzes, games, or visualizations that lay out how AI tools 
work in general and how their data may be used in training other AI tools; such engagement may 
increase comprehension and trust in the research process.53  

Because AI requires enormous volumes of data, it may not be feasible to gather informed consent from 
all patients. Further, individuals who are willing and able to provide informed consent may differ from 
individuals who will not or cannot provide informed consent, making the data less representative.  
Therefore, health care research organizations should identify when broad consent may be obtained (in 
place of informed consent) when data are to be used for secondary research. Broad consent includes 
most of the general requirements of informed 
consent but allows for broad categories of the 
types of research that may be conducted.54  

Phase 2: Acquire 

We identified three considerations for TAI that 
inform researchers’ acquisition of data sets for 
use in training, validation, and testing of AI (see 
text box and Appendix E for definitions).55 

Consideration 7. Determine the appropriate 
volume and quality of data to support the 
identified problem and AI application, when 
identifying data sets. (Fair/Impartial; 
Robust/Reliable) 

Researchers should assess whether appropriate 
data are available to answer their research 
questions using AI methods. As several key 
informants noted, this critical step can be 
challenging due to limited metadata available on data sets to assess data quality and bias. Among the 
few data quality frameworks available to assess “fit-for-purpose,” or data appropriateness for the 
intended purpose, the 3x3 Data Quality Assessment (DQA) Framework offers a set of guidelines to 
assess data quality for a given patient, variable, and time.56 The harmonized DQA performs data checks 
on three categories—conformance, completeness, and plausibility57—and related subdomains.  

Consideration 8. Assess whether the selected data sets represent the population being studied, when 
leveraging secondary data sets such as clinical registries, claims, or EHR data. (Fair/Impartial)  

One cause of algorithmic bias is the use of biased data to train algorithms. Such bias can result in 
producing outputs that are systematically unfair to certain groups of people, for example, through age 
discrimination, racial bias, or gender bias.58 Algorithmic fairness can be increased through the 
appropriate selection of representative data to train algorithms and by using statistical and ML 
techniques for algorithms that can mitigate bias.59 
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For example, researchers can conduct a data bias review by 
employing statistical techniques such as multivariate 
analysis.60 They may consider bias review metrics such as 
false positive and negative rates to measure model 
fairness.61 Several key informants noted that despite the 
increasing availability of methods and tools to assess bias, 
there is a need for: 1) guidance on the most appropriate 
metrics and measures to assess bias, and 2) consistent 
application of those metrics to support comparability.  

Consideration 9. Explore the use of multiple, diverse, and 
high-quality data sources that support the identified use 
case for the AI model, including validation and training data sets. (Fair/Impartial; 
Transparent/Explainable; Responsible/Accountable; Robust/Reliable; Privacy) 

As described above, the training, validating, and testing of AI models must use high-quality data suitable 
for the AI use case and population of interest. Using multiple and diverse data sources during AI 
development can ensure generalizability and minimize bias in algorithms. When an AI algorithm fits too 
closely against a single data set, there is a risk that the output cannot be generalized to other data sets 
(that is, data overfitting has occurred). Conversely, the opposite risk (underfitting) may occur where 
there is not enough complexity in the model for a robust match, which can produce biased results.62 
Overfitting and underfitting can be assessed and potentially mitigated with reliable external data 
validation.62 In addition, researchers may minimize such risks by using multiple merged data sets to train 
and validate the algorithm. However, researchers must assess the semantic compatibility of the multiple 
data sets prior to merging, and this assessment can be a challenge.  

Synthetic data—including clinical data, radiological images, or even survey responses—may be used to 
supplement the volume and diversity of data needed for an AI model. Use of synthetic data can also 
protect patient privacy. However, key informants cautioned that synthetic data may not represent all 
characteristics of real-world data that an ML model uses, so that the applicability and appropriateness of 
synthetic data should be carefully considered for every use case.63 Generally, synthetic data is best used 
for initial training of an AI system, in combination with retraining and testing with real-world data. In 
addition, synthetic data may be used during testing to see how a model reacts to different populations 
or patient cases.64 Examples of publicly available synthetic data sets include MDClone65 (a free and 
secure platform for using synthetic health care data) and Synthea66 (an open-source, synthetic patient 
generator that includes medical history of synthetic patients). If multiple data sources cannot be 
acquired, steps can be taken to augment the data (see discussion below, under Phase 3: Prepare). 

Phase 3: Prepare 

The third phase involves cleaning, organizing, and augmenting (if needed) the data to prepare for 
algorithmic training, development, and analysis.  

Consideration 10. Consider techniques and methods that augment the data used, especially in 
situations where multiple, diverse data sets cannot be acquired or the amount of data needs to be 
artificially increased. (Fair/Impartial; Transparent/Explainable; Robust/Reliable; Privacy) 

Researchers can use data augmentation techniques when processing data to artificially increase and/or 
balance the training data to make them more representative of the population of interest.67 Several 

“Really, the important area for research 
on patients is enabling the need to 
partner with those communities to create 
data sets to make them available for 
model development and model tuning 
that traditionally are unreached 
populations: inner-city African Americans, 
rural White Appalachia, Rio Grande, 
Southwestern Hispanic populations...the 
list goes on.” 

-Non-Federal Key Informant 
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informants emphasized the importance of data augmentation techniques, including blending data sets 
to increase size, representativeness, and diversity. When applied correctly, data augmentation can offer 
benefits including improved model accuracy, reduced data collection costs, prediction of rare events, 
and prevention of data privacy issues.  

In addition, researchers can augment synthetic data to make the data representative of the population 
of interest while protecting patient privacy, with the understanding that augmentation still may not 
include all the characteristics needed to mimic real-world data. 

In all cases, researchers must document data augmentation techniques clearly, to ensure transparency 
regarding the underlying data the algorithm uses.68, 69 

Consideration 11. Consider having processes and protocols in place to reduce measurement error, 
missing data, and selection bias, any or all of which may occur during data collection. (Fair/Impartial; 
Robust/Reliable) 

Researchers conducting primary data collection can mitigate measurement error that can result in 
biased data by taking multiple measurements of the same variable and collecting data with precision. 
Depending on the context of use, missing data can be addressed through imputation or modeling the 
missingness.  

To address selection bias (that is, when the study sample does not accurately represent the target 
population) researchers can use sophisticated ML methods to develop the model and then sensitivity 
analyses can be conducted using simpler methods. For example, researchers can “up-sample” or “down-
sample” the data according to weights. To support transparency, researchers should document and 
report whichever method they used for addressing missing data or selection bias. In reporting, 
researchers should always provide a justification for why the AI model used is appropriate for the 
sample size.70  

Phase 4: Analyze  

In the context of research that employs AI, the 
analyze phase includes analyzing and assessing 
outputs of an AI model.71 

Consideration 12. Evaluate and test models for 
model performance, efficacy, accuracy, and 
adherence to principles using specific metrics, and 
continue to monitor performance over time. 
(Fair/Impartial; Transparent/Explainable; 
Responsible/Accountable; Robust/Reliable) 

Having an evaluation plan in place is critical to ensuring the explainability and robustness of AI models 
and reveals opportunities for making refinements to reduce risk and mitigate bias. Evaluation of model 
performance (for example, efficacy and accuracy) involves assessing the AI model’s ability to produce 
the correct output for a given input.72  

To monitor model performance over time, and to support comparisons across models, researchers need 
to define clear, specific evaluation metrics that can be applied consistently. Key informants discussed 

“Especially because of our position in the 
government, being in a position of public trust 
and wanting to do right by the people, having a 
really solid evaluation plan for a model is super 
critical... if we don’t have a really rigorous and 
carefully established design for evaluating the 
models, then [the rest] doesn’t matter… what 
matters is that we’re able to document how the 
model performs, not necessarily how it works.” 

-Federal Key Informant 



SEPTEMBER 2023 FINAL REPORT 16 

the importance of evaluation metrics and acknowledged the lack of guidance on metrics, consistent with 
our findings from the environmental scan. Groups like CHAI are working to develop assurance standards 
for trustworthy principles that may inform metric selection.28 One key informant suggested that since 
there is no consensus yet on specific metrics, a starting point may be to develop metrics that assess 
models’ performance and bias on a graded scale of low-medium-high.  

Ground truth data sets can be used to train and test an AI algorithm against a labeled data set that 
reflects the reality that the research team wants to model.73 The labeled data sets are developed by 
qualified experts. Researchers could use a ground truth data set in multiple algorithms within a field of 
study to test and refine metrics for model robustness and fairness and to compare outputs across 
studies.  

All informants agreed that documenting and reporting model performance based on evaluation results 
is critical to promote transparency in AI use for research. Model cards are short documents that 
accompany AI models and can be used to convey details regarding a model’s intended use case, how 
models were evaluated and evaluation results.74 See Phase 6: Share Results/Reuse for additional tools 
and considerations for reporting results. 

Consideration 13. Test and assess algorithms and their outcomes for risk of bias using appropriate 
analytic tools and techniques, when using AI. (Fair/Impartial)  

Algorithmic fairness can be increased by employing statistical and ML techniques that can mitigate 
bias.59 One commonly cited technique to assess algorithmic bias is to test for counterfactual fairness, or 
whether an algorithmic outcome or decision produced 
for an individual belonging to a particular demographic 
group would be the same for that individual in the real-
world as in a counterfactual world where the individual 
belonged to a different demographic group.19 Another 
technique is adversarial learning, which can mitigate 
bias from data sets by tricking a model with inputs that 
are considered stereotyped, to test the model’s ability 
to predict the stereotype.75  

Algorithmic models may underperform for 
subpopulations (for example, gender, race) due to 
limited available data. For this reason, it is important to 
identify subpopulations of interest and conduct 
analyses to detect disparities between less and more 
socially advantaged populations across model 
performance metrics, patient outcomes, and resources, 
to highlight and mitigate risk of bias.76, 36 See text box 
for more examples of tools to assess fairness or risk of bias.61, 77, 71 

Phase 5: Maintain/Update/Preserve  

Phase 5 involves activities specific to AI-enabled research, including monitoring the performance of AI 
tools and maintaining data integrity. 

Example Tools to Assess Fairness 
• IBM has produced a Python toolkit for 

algorithmic fairness, “AI Fairness 360,” 
that includes over 70 fairness metrics for 
data sets and models and provides 10 
algorithms to mitigate bias in data sets 
and models.61  

• FairMLHealth is a GitHub page of tools 
and tutorials for variation analysis in 
health care machine learning.77  

• QUADAS-2 is designed to assess the 
source of bias in diagnostic accuracy 
studies through signaling risk questions 
within four domains: patient selection, 
index tests, reference standard, and flow 
and timing of patients through the 
study.71  
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Consideration 14. Monitor and maintain deployed systems continuously to identify and address risks 
and adverse events. (Privacy; Safe/Secure) 

Health data must be properly managed to protect patients’ privacy and security while maintaining 
accessibility for relevant stakeholders. Systems should be implemented to routinely ensure data are not 
breached, and researchers should account for varying levels of data sensitivity depending on context.78 
Further, once an AI system has been deployed, it must be monitored and maintained to identify and 
address risks and adverse events related to patient safety, data privacy, and security.  

For patient safety, the researcher community should consider systematic approaches to monitoring 
through algorithmovigilance, or the science related to the “evaluation, monitoring, understanding, and 
prevention of adverse effects of algorithms in health care.”79 Algorithmovigilance entails careful 
assessment of algorithms during development and pre-deployment phases as well as systematic 
surveillance post-deployment. It considers how performance of algorithms may change as an algorithm 
is deployed with different data, in different settings, and at different times. 

Security Requirements Engineering (SRE) is an area of software engineering that provides mechanisms 
to address the security, safety, risk, and vulnerability of health IT systems; SRE can help ensure AI safety 
and security.80 Among the several SRE methods that can be applied to AI, the STORE methodology—a 
10-step method that provides organizations with standard security practices and infrastructure—was 
found to be an effective approach for trustworthy health care software development.80 A limited 
number of specific tools also exist to ensure safe and secure AI data sets. One such tool is IBM’s “ART: 
Adversarial Robustness Toolbox,”81 a Python library on GitHub that is dedicated to providing developers 
with tools to defend and evaluate machine learning models against adversarial attacks. 

Phase 6: Share Results/Reuse  

The FAIR principles (that all research objects should be Findable, Accessible, Interoperable, and 
Reusable) serve as a core set of guidelines for researchers intending to “enhance the reusability” of their 
data.82 Activities to help achieve the FAIR principles include sharing data through scholarly publications 
or presentations, as well as disseminating data through data repositories or software such as GitHub.  

Consideration 15. Promote transparency by comprehensively reporting on the functionality, 
strengths, and weaknesses of an AI tool. (Transparent/Explainable) 

Lack of transparency can yield algorithmic systems that are 
hard to control, monitor, and correct and that will likely result 
in lack of trust among key stakeholders including the public.  

Explainable AI (XAI) is a set of approaches and methods that 
aim to provide more meaningful and transparent explanations 
about how AI algorithms work and how one’s data are used84, 

85 and serves as a useful framework to promote transparency. 
Researchers who develop AI models should be explicit about 
the intent, inputs, outputs, capabilities, and limitations of any 
AI product, including potential underlying biases in the AI’s output. Use of reporting tools can facilitate 
transparency in communicating the strengths and limitations of an AI application.86  

Explainable AI (XAI) is a set of 
frameworks, tools, processes, and 
methods that allows users to understand 
and trust the results that ML algorithms 
create. XAI can be used to describe an AI 
model, its anticipated impact, and 
potential bias.83 Currently there are XAI 
toolkits available from multiple 
companies and organizations. 
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A range of tools support the reporting process, and researchers should consider which reporting 
framework is best suited to their project. The framework of “contestable” AI is especially relevant for 
PCOR. The approach proposes that AI decision-making be explained clearly enough so all relevant 
stakeholders—including patients and providers—can contest the decision of the system.87 In addition, a 
variety of reporting checklists, protocols, and guidelines can support AI transparency by ensuring that 
reporting contains the information crucial to evaluating the validity of AI health care tools; see Appendix 
C for a non-exhaustive table of reporting checklists.88, 89, 90, 91 Model cards are an example of a 
documentation framework that promotes understanding and transparency of AI models in a way that is 
accessible to stakeholders with diverse backgrounds and varying needs to understand the model.74 
Several informants pointed out that transparent reporting on AI solutions facilitates open dialogue 
among researchers, including feedback loops between end-users and model developers that can 
support iterative improvements. Transparent reporting also avoids the “lemon market” of AI solutions, 
where potential users do not have enough information to assess the quality of the AI solutions they are 
considering for their research.92 

6.3 Opportunities for the OS-PCORTF to Support Work that Promotes Adherence to the TAI Principles 

We identified 14 potential opportunities for the OS-PCORTF to support improvements to tools, 
resources, and methods/techniques that facilitate adherence to HHS TAI principles. Each opportunity is 
tagged with the TAI principle(s) it addresses; see summary list in Exhibit 4.  

Exhibit 4. Opportunities for the OS-PCORTF to Support Work Promoting Adherence to the TAI Principles 
* The ordering of the opportunities does not reflect priority 
Governance Opportunity 

• Consider updating or amending products produced under the PCOR: Privacy and Security 
Blueprint, Legal Analysis and Ethics Framework for Data Use & Use of Technology for 
Privacy project to address the privacy, ethical, and legal considerations of including patient-
level data in PCOR that integrate the use of AI algorithms or methods. (Privacy) 

Opportunities Related to Data  
• Support the development and adoption of high-quality, interoperable, standardized data 

sets. (Fair/Impartial; Robust/Reliable) 

• Develop and pilot test methods for augmenting training data for use in AI to ensure that the 
data sets used are representative of the target population, minimize the risk of introducing 
bias in algorithms, and are regularly updated. (Fair/Impartial; Robust/Reliable) 

• Engage in efforts that allow for further development and testing of synthetic data modules, 
such as Synthea, that can be used for training AI algorithms. (Fair/Impartial; Privacy) 

• Conduct a proof-of-concept project to test a federated data model approach of training AI 
algorithms using multiple diverse training data sets from various sources. (Fair/Impartial; 
Robust/Reliable; Privacy; Safe/Secure)  

• Support the leveraging of foundation models to develop models for research that could be 
adapted to many applications. (Robust/Reliable) 

Opportunities Related to Development of Tools and Resources 
• Develop resources and implementation guides to facilitate applications of privacy-

enhancing technologies to enable secure and privacy-preserving methods of accessing and 
sharing data for use in AI. (Transparent/Explainable; Privacy; Safe/Secure)  

https://aspe.hhs.gov/pcor-privacy-security-blueprint-legal-analysis-ethics-framework-data-use-use-technology-privacy
https://aspe.hhs.gov/pcor-privacy-security-blueprint-legal-analysis-ethics-framework-data-use-use-technology-privacy
https://aspe.hhs.gov/pcor-privacy-security-blueprint-legal-analysis-ethics-framework-data-use-use-technology-privacy
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Exhibit 4. Opportunities for the OS-PCORTF to Support Work Promoting Adherence to the TAI Principles 
* The ordering of the opportunities does not reflect priority 

• Consider a meaningful aggregation of available tools to assess data sets for bias and provide 
guidance on which tools may be most appropriate for use in the PCOR context. 
(Fair/Impartial)  

• Develop methodological guidance for the rigorous evaluation of AI/ML tools 
(Fair/Impartial; Transparent/Explainable) 

• Consider supporting a comprehensive validation, review, and curation of existing AI 
reporting guidelines, checklists, and other frameworks to provide recommendations to 
researchers on the tools to leverage. (Responsible/Accountable; Transparent/Explainable) 

• Develop resources that help PCOR researchers document and explain elements of AI 
models to non-technical users, including patients. (Responsible/Accountable; 
Transparent/Explainable)  

• Create and maintain an inventory of all AI-related efforts undertaken in the OS-PCORTF 
portfolio. (Fair/Impartial; Transparent/Explainable; Responsible/Accountable)  

• Develop an AI Research Core that PCOR researchers can reference for trusted tools and 
resources. (Robust/Reliable; Responsible/Accountable) 

• Provide a forum for PCOR researchers to discuss what tools they have used to address TAI.  
(Responsible/Accountable; Transparent/Explainable) 

Governance Opportunity 

Consider updating or amending products produced under the PCOR: Privacy and Security Blueprint 
and Legal Analysis and Ethics Framework for Data Use & Use of Technology for Privacy93 projects, to 
address the privacy, ethical, and legal considerations of including patient-level data in PCOR that 
integrates the use of AI algorithms or methods. (Privacy) 

Key informants shared that the rapid development of AI-enabled research requires updated, clear 
guidance on governance. One key informant specifically noted the need to examine the process by 
which patients consent to have their personal data included in research that leverages AI. An OS-
PCORTF project, led by the Office of the National Coordinator for Health Information Technology (ONC) 
and the U.S. Centers for Disease Control and Prevention (CDC), created two products that could be 
revisited to determine if new or updated guidance could be provided in the context of AI use: 

a. Legal and Ethical Architecture for PCOR Data describes a legal and ethical architecture to 
enable robust PCOR. It includes a collection of tools and resources that help researchers 
navigate legal requirements related to using data for PCOR.94 

b. Legal and Ethical Framework to Use CDC Data for Patient-Centered Outcomes Research offers 
a legal and ethical framework to navigate challenges in allowing CDC’s data to be used for 
PCOR.95  

Opportunities Related to Data 

Support the development and adoption of high-quality, interoperable, standardized data sets. 
(Fair/Impartial; Robust/Reliable) 

https://aspe.hhs.gov/pcor-privacy-security-blueprint-legal-analysis-ethics-framework-data-use-use-technology-privacy
https://aspe.hhs.gov/pcor-privacy-security-blueprint-legal-analysis-ethics-framework-data-use-use-technology-privacy
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Increased access to high-quality, standardized data sets for training, testing, and validating AI models is 
critical to creating AI that is fair, representative, and patient-centered. Improved data interoperability 
supports broader access to diverse data for research. Ensuring interoperability requires leveraging 
standards—such as HL7’s Fast Healthcare Interoperability Resources® (FHIR)—that facilitate the 
exchange of data between health systems regardless of how data are stored and common data models 
that contain a uniform set of metadata that can be shared across applications.96, 19  

Key informants recognized the importance of leveraging data sets that align with the FAIR principles of 
machine-ready data assets.82 However, informants cautioned that selecting FAIR data exclusively for use 
in AI may eliminate useful and appropriate data sets for AI models and recommended taking action to 
make existing federal data sets consistent with FAIR principles by improving metadata and use of 
standards.  

The OS-PCORTF has funded foundational work to support the creation of high-quality training data sets 
for ML models that predict mortality in the first 90 days of dialysis. This project produced a final report, 
an implementation guide, and publicly available code used to develop training data sets and ML 
models.97 These efforts present opportunities for ASPE to expand on its work to enhance data sets for AI 
research and to make high-quality data available for PCOR.  

Develop and pilot test methods to augment training data for use in AI to ensure the data sets used are 
representative of the target population, minimize the risk of introducing bias in algorithms, and are 
regularly updated. (Fair/Impartial; Robust/Reliable)  

The training data for AI algorithms are critical to ensure outputs are fair and reliable, thus increasing 
trust in AI systems. To improve data quality, ASPE may explore new ways to supplement existing data 
sets to make them more representative and inclusive. Several methods and techniques exist to augment 
data to add variation and increase representativeness.67 Generating more resources—to report on the 
effectiveness and usefulness of these techniques for researchers handling incomplete or insufficient 
data—will be important to improve algorithmic performance.  

Engage in efforts that allow for further development and testing of synthetic data modules, such as 
Synthea, that can be used for training and testing AI algorithms.98 (Fair/Impartial; Privacy) 

Using synthetic data in research minimizes threats to data privacy and breaches of real patient data. 
Synthetic data may also be useful to improve representativeness of data sets used in AI models. There 
may be opportunities to expand Synthea synthetic data modules that can be used to evaluate 
algorithms. Researchers could benefit from a sandbox environment to test and iterate on AI algorithms 
and solutions. One informant also noted that other types of synthetic data resources could be 
developed and shared to support AI-enabled research, such as synthetic federal survey responses that 
could be used in NLP models. 

Conduct a proof-of-concept project to test a federated data model approach to train AI algorithms 
using multiple diverse training data sets from different sources. (Fair/Impartial; Robust/Reliable; 
Privacy; Safe/Secure) 

Research projects, including those funded by the OS-PCORTF, can maintain data privacy and security as 
they share AI models and train models collaboratively by not sharing the underlying data, and instead 
using decentralized data. For instance, in 2023, researchers at the University of Southern California 
proposed an architecture to address challenges in federated learning through principled data 
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integration and imputation techniques. This effort is still ongoing; it has the potential to make secure 
health data sharing less difficult across research teams and health systems.99  

Support the leveraging of foundation models to develop models for research that could be adapted to 
many applications. (Robust/Reliable) 

Foundation models are AI systems trained on large, unlabeled data sets (for example, structured and 
unstructured data from EHRs, imaging, laboratory results) that form the backbone of generative AI 
models.100, 101, 102 Rather than build one model for a specific use case, which may be time- and labor-
intensive, researchers may apply foundation models to different use cases, making the models an 
efficient resource to accelerate research. Careful assessment of the applicability and robustness of the 
foundation models for applies use cases is always warranted. A few key informants described the use of 
foundation models as important to democratize AI so that their applicability is broader and more flexible 
and this allows less reinforcement or additional model training to be done to achieve the goals of the 
application. The OS-PCORTF could consider funding projects that configure models for research 
leveraging foundation models, to expedite research to the analysis and evaluation phases.  

Opportunities Related to Development of Tools and Resources 

Develop resources and implementation guides to facilitate applications of privacy-enhancing 
technologies to enable secure and privacy-preserving methods of accessing and sharing data for use in 
AI. (Transparent/Explainable; Privacy; Safe/Secure) 

For AI, PETs and data minimizing methods such as de-identification and aggregation for certain model 
outputs can support design for privacy-enhanced AI systems. The OS-PCORTF has already supported 
efforts in this area45 and can continue to expand upon efforts to invest in novel privacy-enhancing 
methods. Researchers can also use approaches like federated learning to share AI models remotely and 
train models collaboratively without sharing the underlying data, maintaining data privacy and 
security.103 Blockchain technology has been used to encrypt data and protect privacy; its unique 
architecture can complement deep learning by serving as a form of privacy-preserving technology.104, 105  

Consider a meaningful aggregation of available tools to assess data sets for bias and provide guidance 
on which tools may be most appropriate for use in the PCOR context. (Fair/Impartial) 

Many open-source and proprietary tools and toolkits are available to assess the fairness of data sets and 
algorithms, including IBM’s AI Fairness 360,61 FairMLHealth,77 and QUADAS-2,71 among others. But one 
key informant stated that many researchers are uncertain about the efficacy of these tools and their 
appropriateness for specific use cases. ASPE could fund an OS-PCORTF project to review such tools for 
their relevance and appropriateness for use in PCOR.  
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Develop methodological guidance for the rigorous 
evaluation of AI/ML tools. (Fair/Impartial; 
Transparent/Explainable) 

Several key informants noted that researchers would benefit 
from detailed guidance on which methods should be used to 
evaluate the quality of AI tools. Informants described a 
fundamental need for specific metrics that assess adherence 
to TAI principles, since there is no consensus-driven standard 
agreement in the field to define such metrics. The OS-
PCORTF could support this critical area by working to 
identify and to promote appropriate metrics.   

Consider supporting a comprehensive validation, review, and curation of existing AI reporting 
guidelines, checklists, and other frameworks to provide recommendations to researchers on the tools 
to leverage. (Responsible/Accountable; Transparent/Explainable) 

Numerous reporting guidelines and checklists have been created, including Transparent Reporting of 
Multivariable Prediction Model for Individual Prognosis or Diagnosis (TRIPOD)106 and Prediction model 
Risk Of Bias Assessment Tool (PROBAST)106 (see Appendix C). However, little information is available to 
researchers on which guideline may be appropriate in the PCOR context. In addition, the OS-PCORTF could 
explore how to implement the curated list of checklists or frameworks with a patient focus in support of PCOR. 

Develop resources that help PCOR researchers document and explain elements of AI models to non-
technical users, including patients. (Responsible/Accountable; Transparent/Explainable) 

There are tools, checklists, and reporting guidelines for AI in research to guide researchers on elements 
of the AI model that should be explained (for example, how the model was created and validated, 
checks for bias) to enhance trust in the system (see Appendix C); however, PCOR researchers could 
benefit from resources that provide guidance on how to explain the elements of AI models to non-
technical users, including patients. As transparency tools for AI systems and related documentation 
evolve,27 the OS-PCORTF could develop and test transparency tools in cooperation with PCOR 
researchers who employ AI and non-technical users, to develop resources that can support PCOR 
researchers in explaining AI models to non-technical users.  

Create and maintain an inventory of all AI-related efforts undertaken in the OS-PCORTF portfolio. 
(Fair/Impartial; Transparent/Explainable; Responsible/Accountable) 

As part of Executive Order 13960, government agencies are strongly encouraged to create a publicly 
available agency inventory of AI use cases, which HHS has provided.4 To support this effort, ASPE can 
maintain their own inventory of new and existing AI systems and the descriptive characteristics of the 
systems (for example, projects/offices creating or deploying the system, data sources, intended use and 
users, AI capabilities, and links to published reports).107 Agency-specific inventories could serve as 
models for a more broad-based registry of AI solutions; one key informant described the precedent that 
inventory efforts could set for developing a national, government-run registry for AI models, similar to 
the Clinical Trials registry. PCOR researchers could search such a registry to identify models that fit their 
purpose and, ultimately, use AI models that are more transparent, fair, and responsible. 

Develop an AI Research Core that PCOR researchers can reference for trusted tools and resources. 
(Robust/Reliable; Responsible/Accountable) 

“Having a clear set of transparent metrics 
on how you’re judging the principles in a 
technical manner is, I think, really 
important… [metrics] focused on these 
principles needs to be technical in nature, 
have technical specificity, and be 
transparent about that, so it’s not 
another black box, and you’re not sure 
how you’re being evaluated, or the 
models are being evaluated.”  

-Non-Federal Key Informant 
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Research Cores are centralized, shared resources that provide access to vetted tools, services, and 
specialized expertise for scientific and clinical investigators in a shared field. They offer a starting point 
for researchers who may not have experience in a specialized area to find reputable solutions or to 
speak with experts who can provide services to advance their research.108 For instance, the National 
Cancer Institute has created a Core for cancer-related topics such as clinical research support, flow 
cytometry, and genetics and genomics for investigators to use for cancer research.109 Key informants 
suggested creation of Research Cores as an opportunity for OS-PCORTF to expand access to AI 
applications so that PCOR researchers without related formal training or education can still use AI 
responsibly. Each resource, tool, and service in the Core would be validated by AI experts as trustworthy 
and/or high-quality. 

Provide a forum for PCOR researchers to discuss what tools they have used to address TAI.  
(Responsible/Accountable; Transparent/Explainable) 

There is widespread availability of AI tools and a growing body of research on their adoption, yet the 
benefits and consequences of AI tools are not well understood.110 Key informants suggested that OS-
PCORTF could provide a forum for PCOR researchers to share information regarding the tools they have 
used so far, the pros and considerations of such tools, and opportunities to collaborate. Such a forum 
would allow researchers to assess tools that are vetted and to consider strengths and limitations before 
applying to their research. Information gathered from the forum could identify gaps and opportunities 
for the OS-PCORTF to support improvements to the tools, resources, and methods/techniques for 
adherence to HHS TAI principles. 

Conclusion  
As AI becomes more prominent in health care, the use of tools and methods that promote TAI in health 
care research is an increasing priority. This report highlights the value of implementing the six TAI 
principles outlined in the HHS TAI Playbook when using AI for health care research that includes PCOR; 
the principles call for AI to be fair/impartial, transparent/explainable, responsible/accountable, 
robust/reliable, privacy, and safe/secure. Our findings reveal that several implementation 
considerations still need to be investigated and clarified. Key informants singled out the fair/impartial 
principle as the most difficult principle to implement and conceptualize and the privacy principle as the 
most intuitive, with longstanding tools and resources to support implementation. All six TAI principles 
will require constant monitoring and evaluation throughout the research lifecycle, as well as input from 
a range of community and expert stakeholders, to maintain trust in the decisions made from AI outputs. 

The considerations outlined in the report reflect the overarching feedback from key informants so that 
researchers would be better equipped to implement TAI principles with the development of specific, 
actionable guidance on a range of topics.  

This report serves as a resource for applying the six TAI principles within the context of OS-PCORTF 
projects and PCOR research to inform policymaking.  
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Appendix A. Additional Detail on Methods 
Exhibit A1. Environmental Scan PubMed Search Terms 

Search Term Category Example Terms* 
Artificial Intelligence  Artificial intelligence [MeSH Major Topic] 
TAI Principles  Trust, trustworthy, bioethics, ethical, ethics, principles, responsible 

fair, impartial, unbiased, nondiscrimination, equity 

transparent, explainable, disclosure, understandable, open-source 

responsible, accountable, governance, monitored 

safe, secure, risk management, resilient 

privacy, confidential, protections, sensitive, consent 

robust, reliable, accurate, effective, quality, consistent 
Implement Implementation, application, translation, intervention, algorithm 
Evaluation  Assess, evaluate, review, audit, measure, checklist, tools, metrics 
Patient-Centered Outcomes 
Research  

Patient-centered care [MeSH Major Topic] 

*Bolded terms are the six principles in the HHS TAI Playbook, with related terms on the same line. 

Exhibit A2. Environmental Scan Inclusion and Exclusion Criteria 

Category  Inclusion Criteria  Exclusion Criteria  
Publication Year  2018 - present (last 5 years) Prior to 2018 
Document Type  Gray literature: Reports, evaluations, 

white papers, conference proceedings, 
case studies, fact sheets, issue briefs, blog 

if from a reputable expert 

Peer review: Theoretical articles, primary 
and secondary data analyses, scoping 

review, meta-analyses/systematic reviews  

Gray literature: Opinion pieces   

Sources  Academic, expert, evaluator News outlet  
Focus Discusses consideration of or strategies for 

reviewing TAI principles in the context of 
PCOR or health care research 

No discussion of reviewing TAI principles   

General discussion of TAI in relation to 
other sectors 
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Exhibit A3. Peer-Reviewed Literature Searches Conducted on PubMed 

Search 
Targeted 
Principle/ Focus Search String 

Filters 
Applied 

1 Fair ("artificial intelligence"[MeSH Major Topic] AND 
("trust"[Title/Abstract] OR "trustworthy"[Title/Abstract] OR 
"bioethics"[Title/Abstract] OR "responsible"[Title/Abstract] OR 
"ethical"[Title/Abstract] OR "ethics"[Title/Abstract] OR 
"governance"[Title/Abstract] OR "principles" [Title/Abstract]) AND 
("implementation" OR "algorithm" OR "application" OR 
"translation" OR "intervention") AND ("assess" OR "evaluate" OR 
"review" OR "audit" OR "measure" OR "checklist") AND ("fair" OR 
"impartial" OR "unbiased" OR "nondiscrimination" OR "equity")) 

2018-2023 
English 

2 Transparent ("artificial intelligence"[MeSH Major Topic] AND 
("trust"[Title/Abstract] OR "trustworthy"[Title/Abstract] OR 
"bioethics"[Title/Abstract] OR "responsible"[Title/Abstract] OR 
"ethical"[Title/Abstract] OR "ethics"[Title/Abstract] OR 
"governance"[Title/Abstract]) AND ("implementation" OR 
"algorithm" OR "application" OR "translation" OR "intervention") 
AND ("assess" OR "evaluate" OR "review" OR "audit" OR 
"measure" OR "checklist") AND ("transparent" OR "explainable" 
OR "disclosure" OR "understandable" OR "open source")) 

2018-2023 
English 

3 Responsible ("artificial intelligence"[MeSH Major Topic] AND 
("trust"[Title/Abstract] OR "trustworthy"[Title/Abstract] OR 
"bioethics"[Title/Abstract] OR "responsible"[Title/Abstract] OR 
"ethical"[Title/Abstract] OR "ethics"[Title/Abstract] OR 
"governance"[Title/Abstract]) AND ("implementation" OR 
"algorithm" OR "application" OR "translation" OR "intervention") 
AND ("assess" OR "evaluate" OR "review" OR "audit" OR 
"measure" OR "checklist") AND ("responsible" OR "accountable" 
OR "traceable" OR "monitored" OR "governance")) 

2018-2023 
English 

4 Safe ("artificial intelligence"[MeSH Major Topic] AND 
("trust"[Title/Abstract] OR "trustworthy"[Title/Abstract] OR 
"bioethics"[Title/Abstract] OR "responsible"[Title/Abstract] OR 
"ethical"[Title/Abstract] OR "ethics"[Title/Abstract] OR 
"governance"[Title/Abstract]) AND ("implementation" OR 
"algorithm" OR "application" OR "translation" OR "intervention") 
AND ("assess" OR "evaluate" OR "review" OR "audit" OR 
"measure" OR "checklist") AND ("safe" OR "secure" OR "risk 
management" OR "resilient")) 

2018-2023 
English 

5 Privacy ("artificial intelligence"[MeSH Major Topic] AND 
("trust"[Title/Abstract] OR "trustworthy"[Title/Abstract] OR 
"bioethics"[Title/Abstract] OR "responsible"[Title/Abstract] OR 
"ethical"[Title/Abstract] OR "ethics"[Title/Abstract] OR 
"governance"[Title/Abstract] OR "principles"[Title/Abstract]) AND 
("implementation" OR "algorithm" OR "application" OR 
"translation" OR "intervention") AND ("assess" OR "evaluate" OR 
"review" OR "audit" OR "measure" OR "checklist") AND ("privacy" 
OR "protections" OR "sensitive" OR "confidential" OR "consent")) 

2018-2023 
English 
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Search 
Targeted 
Principle/ Focus Search String 

Filters 
Applied 

6 Robust ("artificial intelligence"[MeSH Major Topic] AND 
("trust"[Title/Abstract] OR "trustworthy"[Title/Abstract] OR 
"bioethics"[Title/Abstract] OR "responsible"[Title/Abstract] OR 
"ethical"[Title/Abstract] OR "ethics"[Title/Abstract] OR 
"governance"[Title/Abstract]) AND ("implementation" OR 
"algorithm" OR "application" OR "translation" OR "intervention") 
AND ("assess" OR "evaluate" OR "review" OR "audit" OR 
"measure" OR "checklist") AND ("robust" OR "reliable" OR 
"purposeful" OR "performance-driven" OR "accurate" OR 
"effective" OR "quality" OR "consistent")) 

2018-2023 
English 

7 PCOR & AI (patient centered care[MeSH Major Topic]) AND (artificial 
intelligence[MeSH Major Topic]) 

2018-2023 
English 

 

Exhibit A4. Article Selection Process 
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Appendix B. Key Informant Discussion Protocol 
Introduction 

1. I want to start by having you do a brief introduction of yourself. Can you please introduce yourself 
and briefly tell us about your work related to using AI in research? 

2. Did you have the chance to review the information sheet? Do you have questions?  

As a brief overview, in September 2021 HHS published a Trustworthy AI (TAI) Playbook to provide 
guidance for HHS agencies on how to manage AI at all stages of the technology’s lifecycle. The six 
TAI principles are fair/impartial, transparent/explainable, responsible/accountable, safe/secure, 
privacy, and robust/reliable.  

3. [For informants involved in research] In what ways have TAI principles impacted how you conduct 
research?  

Domain 1: Reactions to the List of Opportunities for OS-PCORTF to Support Alignment to TAI Principles  

We’d like to first ask for your thoughts on the list of opportunities for OS-PCORTF in the information 
sheet that we shared with you before the call. These are potential ways to support PCOR researchers in 
aligning to HHS TAI principles. As a reminder, patient-centered outcomes research aims to generate 
high-quality evidence about the effectiveness of treatments, services, and other health care 
interventions on the full range of outcomes that patients, caregivers, clinicians, policymakers, and other 
stakeholders have identified as important. 

4. Did any of the opportunities stand out to you as especially important? Why? 
5. Of the opportunities described, which do you think would be important to focus on in the near-term 

(1-3 years) for improving alignment to TAI principles for patient-centered outcomes research?  
6. Of the opportunities described, which do you think would be important to focus on in the long-term 

for improving alignment to TAI principles for patient-centered outcomes research?  

a. Why do you think this a long-term opportunity? Are there steps that can be taken in the short-
term to help us achieve this opportunity? 

7. After reading this list, are there other opportunities for activities or projects that OS-PCORTF could 
support related to implementing TAI in patient-centered outcomes research that you would add to 
the list? 

a. What TAI principle(s) would this opportunity address? How would this support use of TAI in 
patient-centered outcomes research?  

Domain 2: Reactions to the List of Considerations for Project Teams Carrying Out OS-PCORTF Projects 
or PCOR Research 

I would now like to turn to ask you about the list of considerations we provided for OS-PCORTF projects 
or PCOR researchers to align to trustworthy principles when using AI in their work. As a reminder, OS-
PCORT projects focus on building data capacity for conducting patient-centered outcomes research 
(PCOR). One example of a project utilizing AI solutions to build data capacity is using machine learning to 
enable health information exchange for PCOR focused on COVID-19. The OS-PCORTF has also funded the 
creation of high-quality training data sets for machine learning for two use cases: kidney disease and 
drug resistance in patients infected with tuberculosis.   
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8. Are there any particular tools or resources that have been helpful in your work to align to the TAI 
principles?  

a. Are there any specific to evaluating or assessing PCOR or research projects for TAI principles? 

9. In your AI-related work, which of the six principles have you found to be most challenging to adhere 
to and why?  

a. What types of resources would make it easier for you to adhere to these principles? 

10. Are there any particular tools or resources for applying TAI principles that you have tried to use but 
faced barriers in their application? If so, please describe. 

11. Are there considerations that you think are particularly relevant for the OS-PCORTF community (e.g., 
HHS partners) or PCOR researchers? Why?  

12. Based on your experience, are there other considerations that we did not include that could be 
implemented by OS-PCORTF projects or PCOR researchers? 

Conclusion 

13. What future work do you think the OS-PCORTF can support in the area of TAI? 
14. Is there anything else you would like to share about implementing or assessing trustworthy 

principles in PCOR? 

Those are all the questions that we had for you today. Thank you again for your time and insights. Please 
do not hesitate to reach out if you have further questions about this project.  
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Appendix C. Reporting Checklists 
Exhibit C1. Available Reporting Checklists and Protocols 

Name Description Use 

Transparent 
Reporting of 
Multivariable 
Prediction Model 
for Individual 
Prognosis or 
Diagnosis 
(TRIPOD)106  

TRIPOD is a 22-item checklist that includes items 
essential to the transparent and accurate reporting of 
studies that develop or validate multivariable clinical 
prediction models. TRIPOD-AI is an extension of 
the TRIPOD statement that was developed specifically 
for use with prediction model studies that leverage AI 
and machine learning techniques.  

TRIPOD-AI provides 
researchers leveraging AI with 
guidelines to help them report 
details that will be needed for 
other researchers to evaluate 
their study’s quality and 
interpret findings. 

Prediction model 
Risk of Bias 
Assessment Tool 
(PROBAST)106  

PROBAST works to assess the risk of bias in and 
improve reporting of machine learning-based on 
multivariable prediction model studies for diagnosis 
and prognosis. It uses 20 questions organized across 
four domains (participants, predictors, outcomes, and 
analysis) as the basis of its standardized tool for bias 
evaluation.  

It serves as a tool for 
researchers to appraise, 
conduct, and analyze machine 
learning-based prediction 
model studies. 

Standards for 
Reporting of 
Diagnostic 
Accuracy 
Standards 
(STARD)-AI111 

First formulated in 2000, this protocol was designed to 
standardize comparative studies of new or alternative 
diagnostic tests against an established reference 
standard and was updated in 2021 to address key 
considerations for AI interventions. Some of the topics 
covered in the checklist include data processing 
methods, AI index test development methods, fairness 
metrics, explainability, and human-AI index tests. The 
goal is to generate a list of minimal essential items that 
should be reported in all AI diagnostic test accuracy 
studies.  

STARD-AI supports researchers 
in appraising the quality and 
comparing the diagnostic test 
accuracy of AI models 
reported in scientific studies. 
Note: If the study is focusing 
on multivariable prediction 
models (for example, time to 
event predictions), the 
TRIPOD-AI may be more 
appropriate.  

Consolidated 
Standards of 
Reporting Trials-
Artificial 
Intelligence 
(CONSORT-AI)112 
Extension  

Among the earliest of such protocols, introduced in 
1996 (with further updates in 2001 and 2010), CONSORT 
aimed to specify reporting guidelines for parallel group 
randomized controlled trials (RCTs). The CONSORT-AI 
extension is a new reporting guideline for clinical trial 
reports of interventions with an AI component. It 
includes 14 new items with an AI focus, to be routinely 
reported in addition to the CONSORT 2010 items.  

It supports researchers, 
editors, and peer reviewers in 
understanding, interpreting, 
and critically appraising the 
quality of clinical trial design 
and risk of bias in the reported 
outcomes. 

Consolidated 
Standards of 
Reporting Trials of 
Electronic and 
mobile Health 
Applications and 
Online Telehealth 
(CONSORT-
EHEALTH)113 

The CONSORT-EHEALTH extension aims to capture the 
unique challenges of reporting eHealth and mHealth 
RCTs, particularly related to details that support 
reproducibility, theory-building, and implementation in 
other settings. The checklist includes 17 items that are 
considered “essential” and 35 subitems considered 
“highly recommended.” Authors must address each of 
the items on the checklist. 

This is useful for researchers of 
eHealth and mHealth 
interventions as well as 
researchers who use web-
based recruitment or data 
collection methods. Many 
elements can be applied to 
evaluation reports, not just 
RCTs.  
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Name Description Use 

Transparent 
Reporting of 
Evaluations with 
Nonrandomized 
Designs (TREND) 
Statement114 

This is a 22-item checklist to guide transparency in the 
reporting of non-RCTs. The checklist complements 
CONSORT (described above). Designed for behavioral 
and public health intervention evaluations, the checklist 
focuses on the description of the intervention, 
description of the comparison condition, reporting of 
outcomes, and design information to assess possible 
biases. 

Researchers, funding agencies, 
journal editors, and reviewers 
can use the statement as a 
guide when designing 
evaluation studies, reporting 
evaluation results, and 
reviewing manuscripts. 

Standard Protocol 
Items: 
Recommendations 
for Intervention 
Trials-Artificial 
Intelligence 
(SPIRIT)-AI 
Extension115  

SPIRIT was developed in 2013 to improve the 
completeness of clinical trial protocol reporting. 
Recognizing that AI interventions must undergo rigorous 
evaluations, researchers developed the SPIRIT-AI 
extension in tandem with CONSORT-AI to serve as a 
reporting guideline for clinical trial protocols evaluating 
interventions with an AI component.  

SPIRIT-AI supports editors and 
peer reviewers to understand, 
interpret, and critically 
appraise the design and risk of 
bias for a planned clinical trial. 
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Appendix D. Table of Acronyms 

Acronym Description 

AI Artificial intelligence 

AIM-AHEAD Artificial Intelligence/Machine Learning Consortium to Advance Health Equity and 
Researcher Diversity 

ASPE Assistant Secretary for Planning and Evaluation 

CDC Centers for Disease Control and Prevention 

CHAI Coalition for Health Artificial Intelligence 

CONSORT-AI Consolidated Standards of Reporting Trials-Artificial Intelligence 

DQA Data Quality Assessment 

EHR Electronic health record 

FAIR Findable, Accessible, Interoperable, and Reusable 

HHS Health and Human Services 

HIE Health information exchange 

ML Machine learning 

NAM National Academy of Medicine 

NIH National Institutes of Health 

NIST National Institute of Standards and Technology 

NLM National Library of Medicine 

NLP Natural language processing 

NORC NORC at the University of Chicago 

OCAIO Office of the Chief AI Officer 

OS-PCORTF Office of the Assistant Secretary Patient-Centered Outcomes Research Trust Fund 

PCOR Patient-Centered Outcomes Research 

PET Privacy-enhancing technologies 

RCT Randomized controlled trials 

SRE Security Requirements Engineering 

TAI Trustworthy artificial intelligence 

TREND Transparent Reporting of Evaluations with Nonrandomized Designs 

TRIPOD Transparent Reporting of Multivariable Prediction Model for Individual Prognosis or 
Diagnosis 

XAI Explainable artificial intelligence 
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Appendix E. Glossary of Terms 
Artificial Intelligence: The capability of computer systems to “perform tasks normally requiring human 
intelligence.”8 

Algorithm: A process or set of instructions that “will help calculate an answer to a problem,” especially 
when given to a computer.116  

Algorithmovigilance: The science related to the “evaluation, monitoring, understanding, and prevention 
of adverse effects of algorithms in health care.”79  

Bias: An error that can occur in an artificial intelligence model if the model’s results are systematically 
prejudiced by its training data.117  

“Black Box” Algorithms: Algorithms that “humans cannot survey,” since they typically “do not follow 
well-defined rules” and are comprised of “opaque systems that no human or group of humans can 
closely examine.”118  

Contestable Artificial Intelligence: Artificial intelligence systems that are “open and responsive to 
human intervention throughout their lifecycle, not only after an automated decision has been made, but 
also during its design and development.”119 

Data Augmentation: A series of techniques that address the problem of limited data by 
“artificially increasing the amount of data by generating new data points from existing data,” which can 
involve making changes to existing data or leveraging deep learning models to produce new data 
models.120 

Data Set: A collection of separate but related sets of information that can be manipulated as a single 
unit by a computer.121 

Deep Learning: A type of machine learning that leverages multilayered neural networks to simulate how 
the human brain behaves. These layers allow an algorithm to “learn from large amounts of data” and 
strengthen the algorithm’s accuracy.122 

Explainable AI (XAI): A set of frameworks, tools, processes, and methods that allow users to understand 
and trust the results created by machine learning algorithms. XAI can be used to describe an AI model, 
its anticipated impact, and potential bias.83  

Foundation Model: A model that is trained on broad, unlabeled data that can be adapted to a wide 
range of tasks. Types of foundation models include generative AI (see definition below) and large 
language models.100 

Generative AI: Deep learning models that are able to generate text, images, video, and other content by 
“identifying patterns in large quantities of training data, and then creating original material that has 
similar characteristics.”117 The popular AI model ChatGPT is an example of a generative AI tool. 

Hyperparameter: The parameters whose values control the learning process of the algorithm. 
Hyperparameters are set before training a model so that the model cannot change its values during 
learning/training.123 
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Machine Learning: A sub-field of artificial intelligence that involves “the use and development of 
computer systems that are able to learn and adapt without following explicit instructions by using 
algorithms and statistical models to analyze and draw inferences from patterns in data.”9 

Metadata: Information describing the “characteristics of data.”124 It can include information about the 
content and context of a data set and information used to manage data.125 

Natural Language Processing: A sub-field of artificial intelligence that works to “enable computers to 
process human language in the form of text or voice data and to ‘understand’ its full meaning.”126  

Overfitting: A modeling error that occurs when a statistical model fits exactly against a minimal set of 
training data. This makes the model “unable to perform accurately against unseen data, defeating its 
purpose.”127 

Privacy-Enhancing Technologies: Digital tools that “allow information to be collected, processed, 
analyzed, and shared while protecting data confidentiality and privacy.”128 

Representative Data: Data that includes accurate information on the communities that it may impact, 
which is critical for ensuring the effectiveness of AI algorithms.129 

Synthetic Data: Computer-generated information that is used to “augment or replace real data to test 
and train artificial intelligence models.”130 

Testing Data: Data that is used after a machine learning model is built to “evaluate the performance and 
progress of [the] algorithms’ training and adjust or optimize it for improved results.”131 

Training Data: An initial, large data set that is used to teach a machine learning model to “recognize 
patterns or perform your criteria.”131 

Trustworthy AI: The “design, development, acquisition, and use of AI in a manner that fosters public 
trust and confidence while protecting privacy, civil rights, civil liberties, and American values, consistent 
with applicable laws.”3 

Underfitting: An error in that occurs when a data model is overly simple or requires additional training 
time, which causes the model to be “unable to capture the relationship between the input and output 
variables accurately, generating a high error rate on both the training data set and unseen data.”132 
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