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EXECUTIVE SUMMARY

Pharmaceutical companies conduct clinical trials for many reagdvesmost obvious goal of
clinical trials is to demonstrate safety and efficacy to gain Food and Drug Adminis{feDisn
approval FDA provides guidance to developers about what constitutes acceptable clinical trials and
appropriate outcomesmproving the drug development process, especially by conducting better
(meaning providing more information on safety or effiz) and faster clinical trials, can foster innovation
in medical product developmentherefore, by identifying costs, efficiencies, and hurdles throughout the
clinical trial processthis reportcan provide guidance to the industry to assist their denglopment
process.

This study, conducted by Eastern Research Group(ERS) under contracd the U.S
Department of Health and Human Services (HHS), Office of the Assistant Secretary for Planning and
Evaluation (ASPE), 1) examines the pharmaceuticalmp a n i e sn@aking proacess fordhe design
and execution of clinical trials, and 2) identifies factors that may delay, hinder, or lead to unsuccessfully
completed trialand 3) developan operational model of clinical trial decisiomaking to enable
examination of whaif scenarios by endsers

E.1 CLINICAL TRIAL DECISION-MAKING M ODEL

Using data from a variety of sources, we model the deeigigking process for a drug sponsor as
a stylized decision tree that looks at the process for formulating a clinical trial from the point of view of
an expectedevenuemaximizing sponsor in the face of uncertainty (or riskhie simplified clinical
decisionmaking model incorporates the followisgnsiderations:

A Therapeutic area,
A Potential market size/revenues for the drug, and

A Clinical stage (Phase 1, Phase 2, Phase 3, and Phase 4) costs that are dependent on a variety
of factors, including but not limited to:

Physician andhursing RN) costs;
- Number of patients needed for the desired statistical precision;
- Number ofinstitutional Review BoarddRBs) involved;
- Number of investigator sites;
- Cost of clinical data collection, management, and analysis; and
- Cost of clinical procedures.

A Success probaliies by clinical stage

The decision treadapted fronbamodaran (200@pecifies the phases (1 through 4), the
development revenue/cost at each phase, sufaikrss probability for each phase, and the marginal

RERG vii
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returns associated with each st&ince t takes time to go through the different phases of development,
there is a time value effect that is built into the expected returns computatitve model, we compute
the expectedet presenvalueat the decision poiridy working backwards throughehree.

E.2 ANALYSIS OF COSTS

The model uses detailed cost information mahslable by Medidat&olutions a global
provider of cloudbased solutions for clinical research in life scienddse cost information is specific to
the US. and presented therapeutic area and clinical trial phageey findings with respect to costs
include the following:

A Overall, the therapeutic area with the highest averagstpdy costs across Phases 1, 2 and 3
is pain and anesthesia ($71.3 million) followed by ophtbéogy ($49.9 million) and anti
infective ($41.3 million) trials. Conversely, trials in dermatology, endocrinology, and
gastroenterology have the lowest overall costs across the same three phases

A Average pesstudy costs across all therapeutic areasas® as clinical development
proceeds from Phase 1 to Phases 2 aniiv@rage Phase 4 study costs egeaivalent to
those of Phase 3 costs but are much more variable across different therapeutic areas than
Phase 3 costs.

A Overall, the factors that contriteuthe most to costs across all trial phases include Clinical
Procedure Costél5 to 22percent) Administrative Staff Costd1 to 29 percentfite
Monitoring Costgnineto 14percent)Site Retention Cos{gineto 16percent), andentral
Laboratory sts(fourto 12percent).

E.3 BARRIERS TO CLINICAL TRIALS

The major obstacles to conducting clinical trials in the United States identified through this
research include: high financial cost, the lengthy time frames, difficulties in recruitment anidmetént
participants, insufficiencies in the clinical research workforce, drug spomposed barriers; regulatory
and administrative barriers, the disconnect between clinical research and medical care, and barriers
related to the globalization of clinicedsearch Key findings associated with each of these obstacles are
provided below.

E.3.1 High Financial Cost

A Studies estimate that it now costs somewhere between $161 million and $2 billion to bring a
new drug to market.

A The aging of a larger segmenttbé population has resulted in a shift to chronic and
degenerative disease research and an ensuing increase in developmeNoresteless,
many companies pursue drugs for chronic diseases to have a large and steady revenue stream
Drugs for shorteterm conditions are less attractive to drug sponsors and their investors
because it is less likely that the high costs of development will be recouped through revenues
and earn a profit

RERG viii
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E.3.2 Lengthy Timelines

A According to one studyhe average length tiime from the start of clinical testing to
markeing is 90.3 months (7.5 years)

A Longer timelines increase costs and decrease resenue

A Longer studies are needed to see if any safety issues arise when drugs are tetkem ftang
manage chronic diseases.

A The mdrfed nature of trial organization protra
A The clinical trial business model has not kept pace with potential for efficiency gains through
technological advances or centralized coordination.

E.3.3 Difficulties in Recruiting and Retaining Participants

A Patient recruitment requiressabstantialnvestment of time and money.
A

Failure to recruit can cause costly delays or trial cancellation, wasting resources

>\

There is competition for limited patient pools for certain coondd, such agare cancerand
multiple sclerosis.

A Clinical trial sites are often selected basedhenlocation ofnvestigators rather than patients
A Knowledge, attitudes, and incentives of potential participants and their physicians hinder
participation

E.3.4 Increasing Competition for Qualified Investigators and Sites

A According to some, there is a shortage of biostatisticians and informaticists across academic
medicine, industry, and government; others say researchers exist but are difficult to find,
often due to competitianThere is more widespread agreement that there is a shortage of
investigators who can enroll higfuality patients There is also competition for qualified
sites, especially in popular therapeutic areas.

A The rate of attrition amanU.S investigators is increasing
A The clinical investigator career track is unattractive to researchers.

A ltis difficult for new sites to attract business, as sponsors tend inisal research
organizationsCRO9 they know

A For specialized areasauas antfungals, sponsors may have a very small number of
gualified investigators to choose from.

E.3.5 Regulatory and Administrative Barriers

A U.S.regulations pertaining to clinical research could benefit from revisidhey were
written at a time win the clinical trials enterprise was smaller and before multicenter trials
became common

RERG iX
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A Ethical /Institutional Review Board (IRB) Approval (21 CFR 56)

- There is often a lack of clarity regarding the roles and responsibilities of various
oversight bodieand what is expected of investigators.

- If the IRB process results in a request for changes to a trial, investigators may lack the
resources to fulfill the request.

- Regulations vary by geographic location.

A Informed Consent (21 CFR 50)The process afbtaining informed consent from trial
participants is lengthy.

A Patient Privacy:U.S.Health Insurance Portability and Accountability Act (HIPAA) (45 CFR
Part 160 and Subparts A and E of Part I6MJPAA requires patient authorization to use
their healthinformation for researchThere are severe penalties for violating HIPAA, so
IRBs enforce complianceOne result of HIPAA and other privacy laws is that site
investigators are reluctant to attenbgp contact patients to followp on major outcomes if the
patient drops outThis in turn reduces statistical power.

A Regulations Governing Clinical Trial CondticRegulations governing the conduct of
clinical trials were devised when trials were smaller and involved fewer sites.

A Regulations Governing Seriousiv¥erse Events (SAES) Reporting for Investigational New
Drugs and Biologics (INDs) (21 CFR 312)n the past, FDA and investigators in
multicenter trials have been flooded with expedited reports of serious adverse events which
lack sufficient context fronthe aggregate data to be interpretalenew safety reporting
regulation (effective March 2011) may remedy this problem, but it is too early to tell.

A Regulations for Multiple JurisdictiorisLocal, regional, national, and international
regulations/guidaces are numerous and not always well harmonized.

A Inadequate Clarity/Consistency/Practicality in FDA Guidance

- Delays can be caused by differing interpretations of regulations byribewvaarties
involved in multcenter trials.

- Guidance is lacking for neav therapeutic areas or classes.

- Indisease areas where guidelines are nonexistent, old, or otherwise lacking, sponsors find

it difficult to understand FDA expectations before beginning their studies

A FDA is understaffed and underfunded and the avaitasieurces end up being overtaxed.

E.3.6 Drug Sponsorlmposed Barriers

RERG

A Excessive riskaversion leads to unnecessary steps being taken.

A In multicenter trials, uncertainty and inconsistent enrollment success across sites creates a
needtooveenrollandplan r i al s fAdefensively. o

A Internal review processes for organizations conducting/sponsoring clinical trials can delay a
trialdés start.
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A In trying to create a pure scientific experiment (to maximize likelihood of drug approval),
sponsors may restrict enrolimarging extensive eligibility criteria that may exclude, for
example, people on other medications or with comorbidifié®se constraints on enrollment
make it even more difficult to find a sufficient number of participants and protract the
recruiting praeess.

A Industry sponsors generally do not involve site investigators in the protocol design process,
so the required procedures may not be easily integrated into clinical practice at the sites.

A Clinical trial protocols are increasingly complex (with morsessments, exploratory
endpoints, biomarkers, biopsies, etc.), increasing the administrative burden of trials.

A More complex Case Report Forms (CRFs) including many data points can significantly
increase trial monitoring costs.

>\

Sponsors unnecessarily colielata that may not even be relevant to the specific study.

>\

The lack of standardized CRFs and trial procedures across study sites can result in improperly
conducted procedures or inadequate data collection at some sites.

>\

According to a Tufts Center for ti&tudy of Drug Deviepment (CSDD) study, nearly 60
percentof all trial protocols require amendments, a third of which are avoidable.

A Industrysponsored trials are generally monitored through site visits that take place at
intervals defined by standard apgng procedures or stughpecific monitoring plansit is
common practice to conduct site visits frequently, and source data verifi(aif) is a
time-consuming part of these visits.

A Legal advisors have traditionally encouraged sponsors to be catigeiin their reporting of
unexpected SAEs (at least prior to March 2011, when a new drug safety reporting regulation
was implemented)

E.3.7 Disconnect Between Clinical Research and Medical Care

A Community physicians are largely uninvolved in the clhiesearch process.

A Many healthcare professionals do not receive training in research methods.

E.3.8 Barriers at Academic Institutions

A Sponsors might be compelled to select academic centers as sites due to the presence of key
opinion leaders or speciffgatient populations

A Ethical and Regulatory Requirements

- Academic institutions can take their responsibility to provide ethical and regulatory
oversight to extremes and create excessive barriers to conducting clinical trials.

- Onestudy found that thavaagenumber of steps necessary to open a clinical trial at
academic centers was over 110, in contrast to fewer than 60 stepsaatdemic
centers.

RERG Xi
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A

Low Priority of Clinical Research in Academic Institutions
- Many academic medical centers undervalue dtdancentivize clinical research.

- Fundamental principles of clinical research are not included in academic medical
curricula at the graduate or undergraduate level.

- Those studying to be physicians are not adequately trained to interpret clinical trial
results, impairing their ability to use such results to inform their clinical care and practice
evidencebased medicineFor example, in a suey of 367 residents only 37.4 percent
knew how to interpret an adjusted odds ratio from a multivariate regressadysis.

E.39 Barriers Related to the Globalization of Clinical Research

The clinical research footprint is shifting overseas.

There are a number of factors, including cost savings and shorter timelines, driving this shift
and making it cheaper and eag® conduct trials outside the U.S.

Ethical and scientific concerns may arise when conducting studies in other countries.

Conducting trials at multiple sites across different countries magnifies the barriers associated
with multicenter trials.

E.4 ANALYSIS OFBARRIERS TO CLINICAL TRIALS

In selecting barriers to analyze in the context of the clinical trial deemsaking model
developed, we considered whether each proposed strategy could be alleviated by policies, whether the
appropriate policies could laplemented or encouraged by FDA, and whether there was evidence in the
literature that could be used to quantify the potential impacts of those policies on clinical trial costs
Based on these criteria, the following barrier mitigation strategies wlexeskfor analysis this study

> > > > > > > >

Use of electronic health records (EHR)

Looser trial enrollment restrictions

Simplified clinical trial protocols and reduced amendments

Reduced source data verification (SDV)

Wider use of mobile technologies, includingattenic data capture (EDC)
Use of lowercost facilities or ahome testing

Priority Review vouchers

Improvements in FDA review process efficiency and more frequent and timely interactions
with FDA

Our analysisuggestshat priority review vouchers anchprovements in FDA review efficiency
can help to shorten timelineshich in turn increasthe expectedet present valuelPV) to the drug
sponsor Because these options affect the final stage of clinical research (mainly NDA#iréva),

RERG
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theiroverall dollar value for a sponsor at the start of clinical research is much lower due to discounting
Thereforeholding everything constarthese options may be less appealing as strategies to stimulate drug
development than alternatives which subssdigtiower costsarly on in the clinical research process

Use of lowercost facilities/inhome testing and wider use of mobile technologies appear to be most
effective in reducing costs across therapeutic areas and trial phissesf lowercost faciities and/or iR
home testing can reduce geal costs by up to $0.8 milliofup to 16 percent of cost per studty)Phase

1, $4.3 million(up to 22 percent of cost per studtyPhase 2, and $9.1 milliqop to 17 percent of cost

per study)n Phase 3depending on therapeutic aré&/ider use of mobile technologiean result irvery
similar maximum savings; $0miillion (up toeightpercent of cost per studi) Phase 1, $2.4 milliofup

to 12 percent of cost per studg)Phase 2, $6.1 milliofup to12 percent of cost per study)Phase 3,

and $6.7 million(up to 13 percent of cost per studty)Phase 4 On the other hand, loosening trial
enrollment restrictions and reducing SDV efforts have smaller impacts on costs, resulting in maximum
savings ofess than $0.1 million to $0.2 million per triaépresentingpproximatelyonepercentof per

study costs in Phas& and 3

RERG Xiii
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1 INTRODUCTION AND BAC KGROUND

In calendar yea2012 Food anddrug Administration EDA) Center for Drug Evaluation and
Research (CDERjpproved 3%ovel new drugsi.e.,new nolecularentities(NMES) and new biological
entities (NBEs)including both novel drugs and biologi¢sWhile 39 approvalsmarksthe highest
numberof NMES/NBEs approvedince 2004drug companies are not filing as many applications with
FDA for new drug approvalss they have in theast Over the pastOyears (2003 to 2012), the number
of NME/NBE approvals per year has falleoffit he pr evi ous d@to2bd(seéFgguraver age
1). The average yearly number of NME/NBE filings has also fallen slightly over thetsamperiod A
reduction inthe drug application pipeline means fewer novel therapies in future years

Figure 1: New Molecular Entity (NME) and New Biologic Entity (NBE) Filings and Approvals
60

50 +————

40

30

mmm NME/NBE Approval —#—NME/NBE Filing

Source(U.S. Food and Drug Administration, 2013; Jenkins J. K., 2011)

Notes: CDER data as of 11/30/2013ince applications are received and filed throughout a calendar year, the filed
applications in a given calendar year do not necessarily cong$p@n approval in the same calendar year

Certain filed submissions are within their-88y filing review period and may not be filed upon completion of the
review.

In 2004, to help drive new drug development and increase applications for noyalaakiets,
FDA launched its Critical Path Initiative, a strategy to help advance pharmaceutical innofatither,
in 2011, Secretary Sebelius identifi'kds one of t he pr iaccelérdtingthgmogdssof of t h
scientific discovery to patiercared which includes building a national network of clinical research
centers to enable clinical trials of promising compounds.

! The number represerapplications for New Molecular Entities (NMEs) filed undéew Drug Applications
(NDAs) andtherapeutic biologics filed underiginal Biologic License Applicabns (BLAS)
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Developing a new druig a costlyendeavor and the evarcreasing cost of clinical research is
often cited as one of the maieasons for the slowdown in FDA application filindistakes
approximately 10 to 15 years to bring a new drug from the laboratding pharmacy shelEnglish,
Lebovitz, & Giffin, 2010) During the initial years afion-clinical testing the sponsor completes
synthesis and purification of the drug and conducts limited animal tegtpiroximately one out of one
thousand compounds in preclinical tegtappeas promising enough to induce the sponsor to file an
Investigational New Dru@ND) application(Eisenstein, et al., 2004)f the FDA reviews thdND and
determines that it is reasonably safe to procéedsponsor then initiates the first phaseliical
research

Theclinical drug developmersttage consists of three phasksPhase [1clinical trials using
heal thy individuals are conducted to @héaumansmi ne t h
Typically, the drug remains in this stage for one to two y@aifelasi, Hansen, & Grabowski, 20Q3)n
Phase efficacy trial begin as the drug is administered to volunteers of the target populAtitime
end ofPhase 2the manufacturer meets with FDA officials to discuss the development process, continued
human testing, any concerns the FDA may have, and the protocBlsdee 3which is usuallyone of
the most extensive and expensive paftdrug deelopmen. According to one source, mean phase
lengths are 21.6 months (1.8 years) for Phase 1, 25.7 months (2.1 years) for Phase 2, and 30.5 months (2.5
years) for Phase @®iMasi, Hansen, & Grabowski, 2003pDncePhase 3s complete, the manufacturer
files aNew Drug Application \DA). The period between completion of Phase 3 and drug approval
typically lasts one to twgears;includingsix to 10 months for the NDA review itself (or more if the drug
is not approved after the first reviewjoward the end ahe NDA reviewstage, FDAand the drug
sponsor meet withnadvisory cormittee made of experts present data and soligitlvice on drug
safety, effectiveness, and labelin@nce approved, the drug may be marketed in thewltls FDA-
regulated labelingLipsky & Sharp, 2001) Sometimes additiai studies are conducted following FDA
approval, during general use of the drug by medical practitioféwsse studies are referreda® Phase 4
studies in this studgut are also known as peastarketing studiefLipsky & Sharp,2001)

The increasing cost of clinical research has significant implications for public health as it affects
drug companiesdé wil |l i ng8omsresedrche(ollied 2009amue¢hattheé i ni ¢ al
rising clinical trial costhiavemade the industry as a whole more risk averse and less willing to take
chances on novel medicinellany drug companies are now conducting clinical trials in other countries,
such as China and India, wherestsocan be as much as 60 percent lo®inical research centers are
also more closely scrutinizing the types of clinical trials they will take on, with the fear that certain
projects could puthe centein a deficit(Collier, 2009). To increase clinical trial efficiencgnd reduce
costs companies have been looking at elishing effective surrogate epdintsd as oppsed to clinical

2 According to a technical review prepared for &gency for Healthcare Research and QuaktiRQ), the
distinction between efficacy and effectiveness trials |
determine whether antervention produces the expected result under ideal circumstances. Effectiveness trials
(pragmatic trials) measure the degr ee (&TlIntereationd,i ci al ef
2006)

 While clinical endpoints are target outcomes that are measured directly (such as deaths), surrogate endpoints are
intended to show the effect of the drug on a physiologic process or marker that is strongly correlated with a

particular disease. For instancCD4 cell counts might be used to assess the effectiveness of an antiviral medication

in treating patients withuman immunodeficiency viru$ilV) (Lipsky & Sharp, 2001)
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endpoints, which take longer arste more difficult to monitd to asses$ailures before mang to costly

Phase 3rials. They are also looking for ways to move more rapidly to electronic data cédpid®). To
improve the recruitment process, drug companies are also investigating the use of genetic markers as a
way of screeningvho the produkis most likely to be effective with and who is likely to have significant
side effectdeforeaccepting human subjedtdo studies.

Clinical trials can be sponsored by a variety of organizations, incluilchgstry, government
agencies such dke Natimal Institutes of Health (NIH), universitiesndclinical research networks
Drug companies conduct clinical trials for a variety of reasons, including demonstrating safety and
efficacy for new compounds, expanding the list of indications for previeygyoved compounds,
improving market position by demonstrating superiority to other existing compounds, increasing the
amountof safety and efficacy evidence foayerreimbursement, among other things.

This study examines the decisioraking process fahose clinical trials that are

A Designed to demonstrate safety and efficacy for new compoainds,

A Sponsored by industry.

The primary objectives of the study ar®) to betterunderstand p o n strategigedn the design
and execution of clinical tria]) to identify factors that may delay, hinder, or leadnsuccessfully

completedrials, and 3) to develop an operational model of clinical ttedisionmakingto enable
examination of whaif scenarios byndusers

RERG 1-3



FINAL JuLy 25, 2014

2 CLINICAL TRIAL DECISION-MAKING MODEL

The existing literature on clinical triaggimarily discussethe process of performing clinical
trialsd includingstatistical design issues and coordination problems among multiple centers and
discipline® and resultsbut few source®ffer insightsregardinghe decision process of the sponsor
(Hammons, Hilman, Kahan, & Neu, 1983jrom the perspective of a drug sponsor operating under
uncertaintywe postulatehatthe decision tandert&e a clinical trial to demonstrate safety and efficacy
is likely influenced by a variety of factors including:

A Potential market size for the drug, which in turn depends on:
- Type of condition(s) (acute versghronic severity the drug would treagnd
- Size of the patient population (current and future);

- Number of existing drugs currently on the market that treat the same condiod(s)
advances in treatment

A Existing incentives, such as the Orphan Drug Acotfast track FDA reviewhat affect how
quickly the drug can be brought to market offer financial incentives

A Clinical stage (Phase 1, Phase 2, and Phasesss that are dependentawariety of factors,
including but not limited to:

- Patient accrual rates that depend upon selectioniaritbe relative ease of screening
eligible patients, and physician interest;

- Administrative, physiciarmegistered nurseRN), andclinical research associate (CRA)
capacity (i.e., number of protocols per RN/physician, number of patients per
RN/physician)

- Number of patients needed for the desired statistical precision;
- Number of protocols;

- Number of nstitutional review bards involved;

- Number of investigator sites and their locations;

- Cost of clinical data collection, management, and analysis;

- Technologes for data collection and verification;

A Projected manufacturing costs upon FDA approval which would be influenced by whether
the drug is a small molecule or a biologic.

The decision process for pursuing a clinical tisallsolikely to vary by type of ponsor A large
established pharmaceutical company with deep pockets may be less risk averse and better positioned to
undertake costly clinical trials whereas a srmeatkergingcompany may find it difficult to allocate funding
to clinical research, espeliiaif the trials require a large patient population and multiple sites
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Further, sme of the clinical trial pathway formulation decisions, such as which indication within
a therapeutic category to target and how to time/sequence the trials, are ingxinkad to business
realities Research objectives coupled with financial circumstances can force a sponsor down a specific
clinical trial pathway For example, large established pharmaceutical companies often try to allocate
resources based on theearch portfolio and the potential to market product In contrast, small
companies can be focused on whether they can finance the development and up to wiaitnadlint
companies are also often subject to results pressures from their investorssamhliehad to inappropriate
or Achtdotdevel opment approaches

The approach adopted in this study looks at the decision process from the point of view of an
expectedrevenuemaximizing sponsor in the face of uncertainty (or risk$ described in thésllowing
sections, theimplified clinical decisioamaking modelncorporags the following considerations:

A Therapeutic area,
A Potential market size/revenues for the gamg

>\

Clinical stage (Phase 1, Phase 2, Phase 3, and Phase 4) costgidjaeaglent on a variety
of factors, including but not limited to:

- Physician and RN costs;

- Number of patients needed for the desired statistical precision;
- Number ofIRBsinvolved;

- Number of investigator sites;

- Cost of clinical data collection, managemenmid analysis; and

- Cost of clinical procedures.

The following sections describe the data sources used (S&ct)dn constructing the model, the
conceptual framework (Secti@?), the operational modé¢Eection2.3), and the model parameters
(Section2.4) in further detail.

2.1 DATA SOURCES

In constructing an operational model of clinical tdacisionmaking we compiled information
from a variety of sources, including:

A Publically available literature

A Interviews with experts, FDA personnel, drug sponsors, clinical research orgarszati
(CROs) as well as major academic clinical research centers;

A April 2012 FDA public hearing on the subject of Modernizing the Regulation of Clinical
Trials and Approaches to Good Clinical Practice;

A Medidata Solutions databases:
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- MedidataGrants Managé&r(PICAS")
- MedidataCRO Contractdt (CROCAS)
- Medidata Insights

More information on the above data sourassprovidedbelow.

2.1.1 Publically Available Literature

Althoughthe literature on the early stages of the pharmaceutical deaisiking process is not
extensive, there is somesearchhat has characterized the procedse used this information to help
define the components of the mad8lome examples are thrk performed at th®lassachusetts
Institute of TechnologyMIIT) Center for Biomedical Innation and the Clinical Trials Transformation
Initiative (CTTI), a publieprivate partnership organization hosted by Duke Univetsity.

Our literature search targed several categories of literature: peeviewed articles in scientific
journals, unpublisbd papers and presentations, white papers, gray literature, and news stories and
occasional pieces appearing in newspapers and magazines or other print mediaCwutkstarch
methodology featuksystematic inquiries of the following databases:

A PubMal for peereviewed helthcare and biomedical journals;
A Lexis/Nexis academic for mass medialather periodical publications; and
A

PAIS, Scopus, Web of Knowledge, and Embase for gray literature.

The search strategies diféetfor each category of literatel and relatedatabase, but each query
employedsearch terms in various combinations using logicstyings uc h as #dAcl i ni cal tri
Aibarrier* AND <clinical trials, 0 Aphase 1 clinical

2.1.2 Discussions with Experts, FDA PersonneDrug Sponsors, Contract Research
Organizations (CROs), and Academic Clinical Research Centers

Some of the information needed to characterize the decision process of a drug sponsor came from
semistructured discussions with our team of experts and ottiestry experts, FDA personnel, drug
sponsorsCROs and primary clinical research centers, including University of Massachusetts, Johns
Hopkins University, University of Michigan, and the Mayo Clinic.

As the decision process varies between pharmaceutidabiatechnology companies as well as
small and large firmsye interviewed representatives from these sectors and company iedisnited
the number of interviews involving the same set of questions to fewer thadn tal, we interviewed

4 CTTI comprises more than 60 organizations from s&tbe clinical trial enterprisMlembers include

representatives of government agencies (the FDA, Centers for Medicare and Medicaid Services, Office of Human
Research Protections, National Institutes of He@lfl), and other national and internationavgrnmental

bodies), industry representatives (pharmaceutical, biotdogy, device, and clinical research organizations),

patient advocacy groups, professional societies, investigator groups, academic institutions, and other interested
parties(Clinical Trials Transformation Initiative (CTTI), 2011)
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represerdtives fromfour small pharmaceutical/biotechnology compantesy large
pharmaceutical/biotechnology companie#y CROs; andhreeindependent expert consultants in
addition to our team of expert¥he expertise of those interviewed covered a wide rahtjerapeutic
areas, including arthritis/pain/inflammatory diseases, cardiology, gastroenterology, immunology,
metabolic diseases, ophthalmology, oncology, and infectious disé€akt®e six
pharmaceutical/biotechnology companies interviewed, threetigich singleJ.S. office, while the other
three had offices in multiple countries, which, in combination, span six continents.

We first emailed potential participants a cover letter explaining the purpose of the study and
encouraging participatioim ourinterviews Almost everyone contacted for the study agreed to be
interviewed Next, we scheduled interviews with those witesponded and were willirtg participate
Appendix A presents the protocol used in these interviévgeneralthe questionasked in each
interview were targeted to the background of the interviewee, but most interviewees wegthaskexd
three topic areas (the clinical trials decisimaking process, barriers, and costs).

From these interviewsye collected information ahd how sponsorsnakethe decision to move
forward with the development of a new drug, the
experience) of various cost components and barriers mentioned in the literatuhe, gpes othanges
they would adecate to address what they perceive as the most problematic barriers to conducting clinical
trials in theU.S. This information helped us refine our model and was also used to more fully characterize
the barriers to clinical trials and develop a list ofgmbial barrier mitigation strategies.

In addition to our interviews with industry representativesalsospoke withindividuals
involved inCTTI andthe MIT Center for Biomedical Innovation (as noted earlier; specifically, the New
Drugs Developmeraradigm project) These groups are working to enhance the drug development
process through joint research with stakeholder groups in the public and private sectors

2.1.3 Medidata Solutions Databases

We usedhree proprietarglatabases on clinical trial cestvhich are offeretly Medidata
Solutions, a global provider of clodzhsed solutions for clinical research in life scienasgart of the

broadsetof ol uti ons available through the Medidata CI

A MedidataGrants Manag&r(PICAS® databasgi PICAS provides industryide negotiated
site cost informationlt is a database of negotiated investigator géaittincludesmore than
250,000 grants and contracts and 27,000 protocols in over 1,400 indigatiatgprovides
benchmarked costgpically used for clinical trial budget planning

A MedidataCRO Contractdt (CROCAS databasgi The CROCAS databaseontains
thousands of negotiated outsourcing contralttscludescomprehensiveata from CRO
contract® detailed across such dimensions as trerap area, phasandgeography

A Medi dat a iIMaddatalisighgsks the turnkey clinical analytics solution that
provides advanced visualization of clinical operational performance metrics alongside
company and industry benchmarks. The Insights metrics warehouse is comprised of data
from more than D00 studies gathered seamlessly from over 120 clinical trial sponsors.
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We obtained customggregatéabulations from Medidata by therapeutic area, pleas®
geographydomestic versus internation&y the full range of cost elements associated clirticab
(averages as well as variance€pst components included cost of IRB approvals, cost of protocols,
patient recruitment costandadministrative staff costs among othefgppendix B provides the Medidata
data elements and their descriptions

2.2 CONCEPTUAL FRAMEWORK

The literature review and discussions descréd@oveserved to infornthe conceptual framework
for our model We modeled the clinical trials decisianaking process in the form of a decision tree that
looks at the decision process frone point of view of an expectedvenuemaximizing sponsor in the
face of uncertainty (or risk)

To illustrate our approadie modeling clinical triadecisionmaking we consider a highly
simplified exampleadapted from Damodaran (2087he analysis o& New Molecular Entity (NME) for
treating a hypothetical Indication X that has gone through preclinical testing and is about to enter Phase 1
clinical trials Then we asume that we are provided with the following information (we explain the
sources forttis information in Sectio.4 below):

A Phasdl trial is expected to cos8@ million and to require 100 participants to determine
safety and dosagélhe trial is expected to lasheyearand there is &7 percent likelihood
that the drug will successfully complete the first phase

A Phase 2 involves testing the NME6s effective
over a perioaf around tvo years This phase is expected to codbnillion and the agent
will need todemonstrata statistically significant impact on a number of clinical endpoints to
move on to the next phas&here is only a 4percent likelihood that the drug will prove
successful in treating Indication X.

A In Phase 3, the testing witle expandetb 4,000 patientsThe phasevill last four years and
cost $210million, and there is &5 percent likelihood of success.

A Upon completion of Phase 3, the sponsor will need tmium NDA to FDA paying a user
fee of $2 million and there in@83 percent likelihood dbeing approvedThe NDA
submission decision will takeneyear.

A Given thesize of the patient population aaderage wholesale price for similar drugs, rieée
revenue strearfor the NME if it i s approvedis estimated at $97@illion over15years.

A The cosbf capital for the sponsor is Jercent

The decision tree for this NME can now be drawn, specifying the phases, the revenue at each
phase, and theregectiveprobabilities (se&igure2). The decision tree depicted shows the likelihood of
success at each phase and the marginal returns associated with eaSimséei takes time to go
through the different phases of development, there is a time value effect that needs to be built into the
expected returns computation for each pdthe figure reflects the time value effect and computes the
cumulative presentvale of returns from each path using the 1

RERG 2-5



FINAL JuLy 25, 2014

internal rate of discountWhen timediscounted costs of conducting trials are subtracted from the present
value of the returns, we are left with the net present value (dP&ach possible outconfBamodaran,
2007)

Figure 2: Drug Development Decision Tree Depicting Net Present Value (NPV) of Returns at Eac
Node
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In Figure?2, the yellow square is the root decision node of intefless the point at which the
revenuemaximizing sponsor is deciding whether or not to pursue development of theltheigreen
circles eventthance nodes) represent the possibility of success or failure at each phase, with the
probabilities associated with each possibility appearing to the left of each bFinally, the red
triangles are the end nodeEo the right of each enabde is the NPV of that outcome to the spon§ar
example, if the drug completed all phases and successfully reached the market, the NPV of the cost and
revenue streams would be $973 million in this scend@ipcontrast, if the sponsor pushed forweaiith
development but the drug failed at some point, the sponsor would incur the costs of the clinical trials
without earning any revenue$herefore, the other outcome nodes represent negative.NPVs

The dollar values appearing in bold next to the gateamce nodes are calculated from right to
left across the tree by multiplying the NPVs associated with @atclome by the probabilities diat
outcome occurringThese dollar values thus representakpectedPVs(eNPVs) For example, the
eNPV at thestart of the NDA/BLA review phase is equal to ($973 millio83 percent) +-$181million
x 17 percent), or $777 millionThe $777million can then be used to do the same calculation for the
chance node at Phase 3, and so forth until the value atghehfance node cd® calculated This

RERG 2-6



FINAL JuLy 25, 2014

number, $59illion in this example, represents PV to the sponsor of moving forward with the
development project at the time when the decision is mactntmue or abandon the new drug his
value reflectall of the possibilities that can unfold over time clearly depicting theogtilmal choices
that arevenuemaximizingsponsor should rejeciThe decision tree also characterizes the full range of
outcomes, with the worst case scenario being failuresiiNDA/BLA review stage to the best case
scenario of FDA approval.

Phase 4 pognarketing studies, as describedtlier, do not appean Figure2 as part of the
decision tree because they do not play a role in determining which bramgttemenode a new drug
ends up on in the same way that Phase 1, 2, and 3 trials dther words, they take place after the drug
is approved (if they take plaeg all), and the consequences of success/failure in Phase 4 are not within
the scope of this modeHowever, Phase 4 costs, if they occur, can be reflected in the values shown in
the tree The cost of these studies would be discounted back to thefstlagt project (in the same way
all of the other costs are) and included in the branch representing successful completion of all prior phases
and approval of the new drug\s Phase 4 studies occur pagiproval, no costs associated with Phase 4
would be ncluded on the other branches (on which the drug is not approved).

It is possible t@xamine the specifics of clinical trial formulation decisions in the context of this
framework For example, the availability of biomarkers fodication Xin the aboveexample can
decrease clinical trial costs by reducing the need to recruit large pools of patients and possibly reducing
trial duration Similarly, the use of adaptive designs can yield shorter and less expensive clinicaPstudies.
Both of these approachean beevaluated with the use of théove framework by parameterizing (1)
clinical trial event nodes so that costs associated with those events are scalable, and (2) clinical trial
duration.

Themodelframework is also amenable to accommodate the chguegist of capital evaluations
of the sponsorForexamplejn the example scenario described abdws,possible thaanNME will be
approved for a secondary indication as well as a primary indicdfitime drug is used to treat multiple
conditions,t may be the case thtitesales an@xpected returns will be more stable thiagy would bef
thedrug were only approved for a single indicatidro reflect this anticipated increase in stability, the
drug sponsor may determine that itriere appropate to use a lower discount rakan otherwise
expected

Furthermore,n the context of the above basic framework, the barriers can be thoagtho$e
factors that contribute to the cost of each event node and/or those that affect the probabiitgss
For example, a significant group of barriers to clinical trials are administraiigtudy at the Vanderbilt
Ingram Cancer Center and affiliated sites found that 17 to 30 major administrative steps were required to
achieve approval of a clical trial (Dilts & Sandler, 2006) All of these barriers result in increasing the
cost of clinical trials, hence reducing #¥PV of drug development from the point of view of the drug

® One topic often discussed with adaptive designs is the use of seamless Phase 2/3 studies. Some Phase 2 studies are
similar to subsequent Phase 3 studies. The time between Phiadd®Rase 3 can be decreased by viewing the Phase

2 study as a segment of the Phase 3 study. Even though this reduces the time to submission, it might also decrease
the amount of information that can be gained relative to a compleesaittd Phase Z2pgram. In general

adaptive designs suffer from this criticism.
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sponsor In the above modedlleviation of such barriers could be captured in the form of reduced clinical
trial costs and possibly reduced duration.

2.3 OPERATIONAL MODEL

Although the decision tree analysis format is invaluable in charactedzange of clinical trial
formulation posibilities, the modeling can become extremely complex as the number of event and
decision nodes increasethus, while he operational model developed allows the user to enter
customizedostscenarios in a certain therapeutic aiedoes not allow fochanges in the number of
decision or event nodes

We developed theperationamodel in McrosoftExcelE for ease of use and sharingth a user
interface codeth Visual Basic The model is structured such that the user makes all selections through a
guided user form, which enablé®e useto input projectspecificvalueswhile the underlying worksheets
and costaggregation formulare protected from editingrheinterfaceis designed to allow the user to
compare a Acustomd esenhbhatoheubhabiennhgretdeimat be
scenario, which draws on average clinical trial costs and other parameters from the literadata and
provided by Medidata Solutiorfdescribed in greater detail belowljhe model also allows forldend of
default and custom values msy bedesiredby the user Further details on the uses and features of the
model can be found in Appendix

2.4 MODEL PARAMETERS

The clinical trial cost/decisiemaking model described above requires numedatapoints
including phase durations, success probabilities, expected revenues, and a discount rate, as well as a full
range of itemized costs associated with clinical trials, broken dgvptnase and therapeutic ardne
model uses eeal annual discounate of 15 perceriiased on inpurom interviews conducted with drug
sponsoras defaultandwe wereable toobtainsome of the other dateeededrom the available clinical
research literaturePhase durations were one such paramétkough they areat differentiated by
therapeutic area, DiMasi, Hansen, & Grabowski (2003) provide mean phase lengths of 21.6 months (1.8
years) for Phase 1, 25.7 months (2.1 years) for Phase 2, and 30.5 months (2.5 years) forTiPiease 3
NDA/BLA review time, as we areefining it includes the time from first submission of an NDA/BLA to
regulatory marketing approval, and comes from DiMasi, Grabowski, & Vernon (2064) phase times
generallydo not reflect differences between therdjpeareas; however, therapeuticeaspecific
NDA/BLA review times were available and used for a select list of therapeutic areas.

Clinical trial success probabilities are available from two recent studies, one conducted by
DiMasi and colleagues (Tufts University) in 20@Masi, Feldman, Seckler, & Wilson, 201@nd
anotherone conducted by BioMedTracker in 2QH4ay, Rosenthal, Thomas, & Craighead, 201Ihe
two studieshowever providedifferentsuccess rate estimaée$or example, DiMasiet al.(2010) found
an overall success rate of 19 percent, wHigy and colleagug2011) arrived ahine percent The

°From FDAOs achsulsnssian hassetéme peziod(priority or nonpriority review) that does not
include time between submissions; however that time is included in our defioftthe NDA/BLA review phase
time for the purposes of this analysis.
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differences in the two studies can be attributable to the fact that they were dirawintifferent pools of

dat. DiMasi, et al.(2010) collected data on 1,738 dribat entered Phase 1 between 1993 and 2004 and
weredeveloped by the 50 largest pharmaceutical compaiiies BioMedTracker study covered 4,275
drugs from biotechnology and pharmaceutical compariielt sizes The drugs included were in any

phase of development between October 2003 and Decembe(t29i Rosenthal, Thomas, &

Craighead, 2011)

As the BioMedTracker study was more recent and included more drugs eoatlartrange of
companieswe optedto usethe success probabilitiegported by BioMedTracker in ounodel These
success probabilities were broken dowrchiyical trial phasend, for Phase 2 and Phase 3, by
therapeutic area as welFor Phase e used 67 percent for all therapeutic arelasr Phases 2 and 3
and the NDA/BLA review phaseye used therapeutiareaspecific percentages where available and
general success probabilities (41, 65, and 83 percent, respectively) for therapeutic arias fioo w
specific probabilities wereeported All probabilities used in the model were for lead indications.

I n order to construct webb&ineddethizdd Olinicalitrialzcsteddta ne s c
from Medidata Sol ut ), whickcorpiles datdrdm agartfolio BROtontaats, a O
investigator grants/contracts, and clinical trial protactdee di dat a Gr ants Matf,ager 6s
and CRO Cont r act o &mtaid mumencnsadataelemedi’ @eGvadSrom actual
negotiated contracts, and these resources are widely used by pharmaceutical companies, CROs, and
academic researchers to identify prevailing rates for trial planning, buelggbgmentand grant
negotiation(Medidata Solutions,@12). We obtained the number of clinical investigator sites per
study/protocol from Medidata Insiglts based or7,000study protocolshatallows numerousrsiews of
studyperformance metrics on demand, by therapeutic area, study phase, geography and more.

The custom tabulation received from Medidata contained means and variances for a wide range
of clinical trial cost elements, including stutiyvel costs (such as IRB appals andsource data
verification (SDV) cost9, patientlevel costs (such as recruitment and clinical procedure)casts site
level costs (such as monitoring and project managemBbiothber ofplannedpatients per site and
number of sites per study veealso provided A complete list of these data elements can be found in
Appendix B along with more detailed descriptions of each field, unit specifications, and solinges
data are from 2004 and latend have not been adjusted for inflation by Mathd As the data points
represent averages across this range of time and cannot be assigned specific yeaesunable to
adjustthemfor inflation, which is one of the study limitations

Medidata providedneans and variance$ costsby trial phaseRPhases 1 through 4), geographic
region (U.S., global, and rest of world), and therapeutic d&eathe purposes of this analysie
focused on the data points specifidké.trials. The therapeutic areas for which Medidata provided data
were:anti-Infective, cardiovasculargcentralnervoussystem,dermatology devices andjiagnosticé
endocrine gastrointestinalgenitourinary Systenfiematologyjmmunomodulationpncology,

" ThefiDevices and Diagnostiosategory includes any industsponsored studies where a device or drug delivery
system is being studied instead of a drug. Among the devices incluthesl @ategory are stents, implants, joint
replacements, inhalers, and blood sugar monitoring devices
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ophthalmology pain andanesthesiapharmacokinetids andrespiratorysystem. To the extent possible,

we attempted to match the success probabilities by therapeutic area (from BioMedTracker) to the
therapeutic area categories used by Medidatane additional data cleaning steps were performed using
the statistical softwarBTATA,; these are outlined in Appendix

On the revenue side, we used an estimate from a study by DiMasi, Grabowski, & Vernon, (2004),
which reports worldwide sales revenues over the product life cycle for new drugs approved in the United
States during #period from 1990 to 1994-igures were available for some specific indications; for the
others, we used the reported figlir@ All Dfugs.0 The numbers reported by DiMasi, Grabowski, &

Vernon (2004) ar®lPVs, discounted at 11 percent to the launch ylkawever, they are in year 2000

dollars Therefore, we inflated the revenue figures to 2008 dollars (the midpoint between 2004 and 2012,
the range covered by the itemized cost data) using the producer price index for coesrmothie
categorandmBr mg s e ut theBurea of Ldbor Statistics (BLS) (series WPU063)

8 Pharmacokineti¢PK) studies are ofteconductedht the discovery or candidate selection stages of a development
program.These studies look at tineechanisms of akorption and distribution of a drug candidate as wethagsate
at which a drug actiobegins and the duration of tlaffect
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3 ANALYSIS OF COSTS

We worked closely with Medidata to determine the appropriate methodology for aggregating the
itemized costshatcharacterize the overall casita clinicaltrial. To obtain totals for each individual trial
within a given phaseye grouped the cost components into-ptrdy costs, pgpatient costsandpersite
costswhere:

A Perstudy costss the sum of:
- Data Collection, Management ardaalysis Costs (per study)

- Cost Perlinstitutional Review BoardRB) Approvalx Number of IRB Approvals (per
study)

- Cost Per IRB AmendmentNumber of IRB Amendments (per study)

- SDV Cost (per data fieldd Number of SDV Fields (per stu¢ggnd

- The totalof all persite costs listed below, multiplied umber of Sites (per study)
A Persite costs is the sum:of

- The total of all pepatient costs listed below, multiplied byumber ofPlannedPatients
(per site)

- Site Recruitment Costs (per sjte)
- Site Retetion Costs (per monthy Number of Site Management Months
- Administrative Staff Costs (per monthNumber of Project Management Monthsd
- Site Monitoring Costs (per day)Number of Site Monitoring Days
A Perpatient costss the sum af
- PatientRecruitment Costs (per patient)
- Patient Retention Costs (per patient)
- Registered\urse (RN)Clinical Research #sociate CRA Costs (per patient)
- Physician Costs (per patient)
- Clinical Procedure Total (per patientand
- Central Lab Costs (per patient)

To arrive at dest approximation of theosttotal forthe trial, two additional costsad to be
added insiteoverhead and all other additional costs not captured in the itemized categories listed above
We first addedsite overhead as a percentagelué sum of the above peatudy costgroughly 20 to 27
percent othe above pestudy costs as estimated by Mediddt@ccording to Medidata, theomputed
perstudy costs plus the 25 percsite overhead onlyaccounts for approximately 70 percent of total trial

° Site overhead is not always applied to all costs in a negotiated clinical investigator contract by thesiténidal
some cases, the site may negotiate overhead only on certain portions of the contract such as clinical procedures.
Thus 25 percent of total pestudy costs is likely to be an overestimate of actual overhead costs per study.
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costs Still missing from this total are costs for sponsors to run the study and other costs not captured
elsewhere Thus, we estimated an additional cost categwkyl, | Ot h asr30 permenttobesum of
computed pestudy costs and the 25 percsiteé overheado ensure accuracy of our totals.

We applied theost aggregation methodology outlined above to all trials within Phases 1, 2, 3,
and 4 In the operational model developeiithie user secifies that the study will include more than one
trial per phase, the cost totals for each trial are summed to get an overall total cost for the phase

Adding the lengths of time associated with each trial withphase wasomewhat more
complex, as tére are a range of possibilitie®ne possibility is that all trials within a given phase
completed concurrently, in which case the total length of time for the phase would be equal to the
maximum length of time needed to complete any individualwiiddin that phase For example, if there
were two Phase 2 trials, and one took 1.5 years, while the other took 2 years, the total length of Phase 2
would be 2 years, assuming the trials were completed at the sameitithe other extreme end of the
spectrum, the trials within a phase might be completed sequentially with no overlap, in which case the
lengths of time specified would need to be summed to arrive at the total phase llerigghprevious
example, this would mean that the total lengthlwdde 2 is 1.5 plus 2, or 3.5 yeal® take into account
both extremes and all possibilities in betwagaassumed that the phase length in years across all trials
associated with a given phase is éiverage of these two measures (the maximum triatiesgecified
and the total of all lengths specified) should be noted that dnly one trial is specifiefbr a given
phase in the operational mogdtdis average will simply be equal to the length givertHat trial

Theoperationamodel discountthe total costs for each phas&ck to Year O (before Phase 1
trials are started)sing the real annual discount rét® percent for the default scenari¢-urther, the
modelassumsthat all costs associated with each phase are incurred at the start of théhehefee,
Phase 1 costs are not discounted, Phase 2 costs are discounted over the length of Phase 1, Phase 3 costs
are discounted over the combined lengths of Phases 2, and so forth.

While we apply discounting to trial casinthe operational modgethe analysis presented below is
based on raw (i.e., eaiscounted) cost figured-urther, we exclude Devices & Diagnostics as well as
Pharmacokinetics categories from #ralysis below as these are not within the scope of this Study.

3.1 CoOSTS BY THERAPEUTIC AREA

Tablel presents the total codtyr each of theherapeutic areas includedour modeby clinical
trial phasgassuming one trial per phase and not inclusive of failufe®m the table,
immunomodulation pestudy cost$$6.6million) are the highest in Phase 1 with casftstudies in
ophthalmology ($%8 million) andrespiratory system ($518illion) ranking second and third,
respectively In Phase 2, hematology triedsts($19.6million) rank first, followed bypain and
anesthesia ($17million) and immunomodulation ($18 million). The most costly Phase 3 studés
in pain and anesthesia ($52rfillion) with studies in ophthalmology ($30wdillion) and cardiovascular
($25.2)area ranking second and third, respectivétyPhase 4 aspiratory system trial cost$72.9
million) rank first, followed by oncology$38.9 million) and pain and anesthesia ($32.1 million) study

19 Because the data were available for both categories, we left them in the operational model.
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costs Overall, the therapeutic area with the highest clinical research burden across all phases is
respiratory system ($115.3 million) followed by pain and anesthesia ($105.4 million) andgyncol

($78.6 million) trials (se€igure3). On the other hand, trials in central nervous system, dermatology, and

genitourinary system tend to cost the least overall

Table 1: Total Per-Study Costs (in $ Millions), by Phase and Therapeutic Area [a] [b]

Phase 1,2, FDA
Therapeutic Area Phase 1| Phase 2 | Phase 3 Sub?o?al [d] Ng:\//?ew Phase 4 | Total [d]
Phase [c]

Anti-Infective $4.2 (5) |$14.2 (6) [$22.8 (5) |$41.2 (3)| $2.0 |$11.0(12)| $54.2 (10)
Cardiovascular $2.2 (9) | $7.0 (13)|$25.2 (3) [$34.4 (10) $2.0 |$27.8 (4) | $64.1 (6)
Central Nervous Syster$3.9 (6) |$13.9 (7) |$19.2 (7) |$37.0 (6) $2.0 [$14.1(11)] $53.1 (11)
Dermatology $1.8 (10)] $8.9 (12)[$11.5 (13) [$22.2 (13)| $2.0 [$25.2 (7)| $49.3 (12)
Endocrine $1.4 (12) [$12.1 (10)[$17.0 (9) [$30.5 (12)| $2.0 |$26.7 (6) | $59.1 (7)
Gastrointestinal $2.4 (8) |$158 (4) |$14.5 (11) [$32.7 (11) $2.0 |$21.8 (8) | $56.4 (8)
Genitourinary System [$3.1 (7) |$14.6 (5) |$17.5 (8) |$35.2 (8) $2.0 | $6.8 (13)| $44.0 (13)
Hematology $1.7 (11) |$19.6 (1) |$15.0 (10) [$36.3 (7) $2.0 |$27.0 (5) | $65.2 (5)
Immunomodulation  |$6.6 (1) |$16.0 (3) |$11.9 (12) [$34.5 (9)| $2.0 |$19.8 (9)| $56.2 (9)
Oncology $45 (4) [$11.2 (11)[$22.1 (6) [$37.8 (5)| $2.0 |$38.9 (2)| $78.6 (3)
Ophthalmology $5.3 (2) [$13.8 (8) |$30.7 (2) |$49.8 (2)| $2.0 |$17.6(10)] $69.4 (4)
Pain and Anesthesia [$1.4 (13) |$17.0 (2) ($52.9 (1) |$71.3 (1) $2.0 |$32.1 (3) [$1054 (2)
Respiratory System  [$5.2 (3) |$12.2 (9) [$23.1 (4) [$40.5 (4 $2.0 |$72.9 (1) |$115.3 (1)

[a] The numbers in parentheses representahle in descending order.
[b] The cost for each phase assumes that a single trial (i.e., study) is conducted.
[c] The category represents the New Drug Application (NDA)/Biologic License Application (BLA) filing fee 1
application requiring clinical data and does not include any establishment or product fees that the filing ent

need to pay in addition.

[d] Totals may not add up due to rounding.

Figure 3: Clinical Trial Costs (in $ Millions) by Phase and Therapeutic Area
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As can be observed frofifablel, Phase 2 costs are lower than Phase 3 costs for all but three
therapeutic areas: gastrointestinal, hematology, and immunomodulation. This somewhat counterintuitive
relationship is due to aaviety of factors, including higher data collection costs, administrative staff costs,
and site recruitment costs in Phase 2 than in Phase 3 for these therapeutic areas.

3.2 CoSTSBYTRIAL PHASE

To compare average costs by phase across all therapeutioxsreasnputed a weighted mean
cost,x ,;and its weighted standard deviatisn;, for each cost componentand clinical trial phase,
where the weights are the total number of contracts (i.e., sum of investigator and contractor contracts
contributingto the PICAS and CROCAS datasets) such that

N 2
Bio1Wj i % j

§F
Ni-1 BeiaW «
Ny

wherew; s the total number of contracts available for the phase and therapeutlc acgabinationy; j
is the reported mean for cost comporientinical trial phasg, and therapeutic ardax; js the simple
average of cost compondrfor that phasg across all therapeutic areads;is the number of therapeutic
areas that are assaieid with the phase in question; addis the number of nomero weights.As one

would expect, the average pstudy costs across all therapeutic areas increase as clinical development
proceeds from Phase 1Rhase® and3 (seeFigure4).

Figure 4: Average PerStudy Costs by Phase (in $ Millions) Across Therapeutic Areas
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Note: The error bars represent one standard deviation below and above the mean.

" The number of contractsy therapeutic area and trial phas@not be publicly reported becadkey are
confidentialand proprietary
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While average Phase 4 study costs are equivalent to those of Phase 3, there is high degree of
variability in Phase 4 costs across the different therapeutic areas.

3.3 CosT1sBYCOST COMPONENT

Table2 presents clinical trial costs by cost component across all therapeutic areas by trial phase.
Similar to our evaluation of costs by trial phalscussed in Sectids) when averaging costs across
therapeutic areas, we weighted the data by the number of contracts available by therapeutic area.
Excluding theAll Other CostsandSite Overheadost components as these are extrapolated numbers, in
Phase 1Clinical Procedue Cost$476,000) are the highest, followed RV cost$$326,000) and
Central Laboratory Costé5252,000). In Phase 2, expenditures that contribute the most to overall costs
in descending order includdinical Procedure Costéb1.5 million), Administative Staff Cost$$1.3
million), Site Retention Cos($1.1 million),Site Monitoring Cost$$1.1 million),Central Laboratory
Costs($804,000), an@RN/CRA Cost6$441,000). Even though they are still sizable and higher in
absolute terms than those ihd®e 1, SDV Costs only constittkeeepercent (= $406,038 + $13.35
million) of total perstudy Phase 2 costs whereas in Phase 1 their share of tegtghecosts is around
ninepercent (= $326,437 + $3.80 million). Similar to Phaséljcal Procedire Cost{$2.3 million),
Administrative Staff Cos{$2.3 million),Site Retention Cos($1.3 million),Site Monitoring Cost$$1.6
million), Central Laboratory Cost$849,000), an&RN/CRA Costé$940,000) contribute the most to
overall perstudy Phas8 costs. In Phase Administrative Staff Cos{$3.3 million) rank the highest,
followed bySite Retention Cos($1.8 million), andClinical Procedure Costés1.7 million). While not
insignificant in dollar termsRatient Recruitment Costsly accounfor 1.7 to 2.7 percent of overall costs
across different clinical trial phases.
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Table 2: Clinical Trial Costs, by Cost Component, Phase, and Therapeutic Areia] [b]
Cost Component Phase 1 Phase 2 Phase3 Phase 4
P $ % of Subtotal $ % of Subtotal $ % of Subtotal $ % of Subtotal
$50,33] o $59,934 o $39,04] o $49,702
Data Management Costs ($8,467 2.36 ($21,060 0.79 ($19.416 0.34% ($9,489 0.449
$11,962 0 $60,18 o $114,11 o $137,813
Cost Per IRB Approvals ($6,305 0.56 ($16,092 0.79 ($46,404 1.00% ($112,543 1.210
$1,094 . $1,69¢ . $1,91¢ o $1,63¢
Cost of IRB Amendments ($255 0.05 ($447 0.02 ($277 0.02% ($302 0.010
$326,43 . $406,03 . $400,17 . $353,601
SDV Costs ($65,659 15.32 ($80,573 534 ($66,429 352U (362,042 3.109
. . $37,05( . $161,14 . $308,67 o $298,92!
Patient Recruitment Costs ($21,666 1.74 ($102,066 2.12 ($174,702 2.71% ($252,042 2 620
. . $6,145 . $15,43 . $24,72] o $30,56¢
Patient Retention Costs ($4.745 0.29 ($6.970 0.20 ($15,868 0.22% ($40.466 0.279
$178,231 o $441,05 o $939,54 o $820,774
RN/CRA Costs (90,473 8.36%  ($140,390 804 ($614,943 8.25% (3880644 7.209
Physican Costs e I I I B e I T
- $475,667 o $1,476,36 0 $2,252,20 0 $1,733,57
Clinical Procedure Total ($371,586 22.32 ($633,448 19.43 ($1,033,618 19.79% ($2,251,401 15.220
$252,163 o $804,82 0 $849,18 o $419,75¢8
Central Lab Costd] ($203,342 11839 ($313,577 10599 ($600,134 140N (5377823 3.689
. . $51,904 . $233,72 . $395,18 o $168,34
Site Recruitment Costs ($32,814 2.44 ($83,799 3.08 ($195,983 3.47% ($101,311 1.489
¥
Site Retention Costs (217%3;;14‘ 9.099 %éﬁ%%% 14.839 ($$11§é(’25'2?é% 11.47Y% ($$11§ésé%42 16.119
- . $237,86¢ o $1,347,39 0 $2,321,62 0 $3,323,08
Administrative Staff Costs ($128,547 11.16 ($427,859 17.73 ($1,910,047 20.40% ($2,534,406 29.179
. - $198,89¢ o $1,083,18 0 $1,624,87 0 $1,549,76
Site Monitoring Costs ($128,142 9334 (s302708 142 (g717034 12N (g970371]  13.609
3 q
Subtotal (in $ Million) ($%2£ 100% ($$§L721%( 100% éﬁlg 100% &1% 100%
. $528,68" $1,741,81 $2,541,31 $2,575,00
SiteOverhead [c] ($235,863 NA " ($302,049 NAl" ($1,001,083 NAl" ($2,082,16) NA
$1,139,88 $4,003,61 $5,967,19 $5,986,00
All Other Costs [c] ($468,077 NA (s752,108 NA ($2,577,60 NA| " ($4,543 505 NA
. - $3.8(C $13.34 $19.8¢ $19.95
Total (in $ Million) ($1.56 NA ($2.51) NA ($8.59 NA ($15.19 NA

NA = Not applicableNote that the reported numbers represent weighted average costs and standard deviations.
[a] The numbers in parentheses represent standard devifitiphke cost for each phase assumes that a single trial (i.e., &way)ducted|c] These are

extrapolated figures based on those cost components for which estimates were available from tgditisdae note that Phase 1 study sites tend to hav
house or local labs as opposed to central labs.
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3.4 CONCLUSIONS

Our studysuggets that therapeutic area as well as number and types of clinical procedures
involved are the key drivers of costs in Phase 1 through Phase 4 silitketherapeutic areas with the
highest pesstudy costs in Phase 1 is immunomodulation ($6.6 million), in Phase 2 is hematology ($19.6
million), in Phase 3 is pain and anesthesia ($52.9 million), and in Phase 4 is respiratory system ($72.9
million). Figure 5 presents an overview of the different types of costs constitutingobask and their
magnitudes Thedenotederror bars represenhe standard deviatidrelow and abovéhe mean value

Figure 5: Per-study Costs across All Therapeutic Areas, by Cost Component and Phase
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Excludingsite overhead costs and costs for sponsors to monitor the study, the top cost drivers of
clinical trial expenditures across all study phase<tinecal Procedureg(15 to 22 percent),
Administrative Staffl1l to 29 percentfSite Monitoring fineto 14 percent)Site Retentionineto 16
percent), an@entral Laboratory(four to 12 percent) costs (séable2 above).
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4 BARRIERS TO CLINICAL TRIALS

Broadly speaking, the major obstacles to conducting clinical trials in the United States identified
through this research includgigh financial costthe lengthy time frameslifficulties in recruitment and
retentionof participantsinsufficiencies in the clinical research workfordeug sponseimposed barriers;
regulatory and administrative barrigtise disconnect between clinical research and medicglarate
barriers related to the globalization of clinicadearch We discuss each of these in further detail below.

4.1 HIGH FINANCIAL COST

The largest barrier to conducting clinical reseéreimd the one into which most other barriers
feed is the high cost Studies estimate that it now costs somewhere betweemdillidh and $2 billion
to bring a new drug to markédiMasi, Hansen, & Grabowski, 2003; Adams & Brantner, 2006; Morgan,
Grootendorst, Lexchin, Cunningham, & Greyson, 2010)e particularly wetknownand oftercited
paper by DiMasi, Hansen, & Grabowski (2003) arrives at a toteympeovalcost estimate of $802
million in 2000 dollars to develop a single drug (inflated to 2012 dollars, this estimate is $1.07 billion)
(DiMasi, Hansen, & Grabowski, 2003; U.S. Bureau of Labor Statistics, 20A@)e recent estimates of
drug development costs are around $1.3 billion to $1.7 bil@mtlier, 2009) It is important to note that
the DiMasi, Hansen, & Grabows{@003)estimate and many others in the literature represent fully
capitalized costs and are inclusive of failures.

The DiMasi, Hansen, & Grabowski (2003) research on this topic is sponsores Tayfth Center
for the Study of Drug Development (CSDD) and has been the subject of much debate among researchers
Light & Warburton (2005) contend that the $802 million gur e i s f aprobemgwiththe gh due
dat a and spedfivafiysmdlrsgmple size, differences in cost allocation methods over time and
across companies, upward biases in industpprted costs, the types of drugs included, and failure to
adjust for government subsidies or tax deductions/credight and Warburton (206) are also critical of
the authors6 use of proprietary and co(highi&gdent i al
Warburton, 2005) DiM asiet al.(2003) address these concerns in replies, stating that the@cofira
their results is bolstered by credsecks against other sources and validation bytBeOffice of
Technology Assessme(iDiMasi, Hansen, & Grabowski, 2005Adams & Brantner (2006) also sought
to replicate thdindings of DiMasi, et al(2003) using publicly available dat@hey arrived at a cost
estimate of $868 million, suggesting that $802 million might actually be an underestirhatauthors
caution, however, that estimated costs vary widely, dependingug type, therapeutic area, regulatory
policies, and strategic decisimmaking by drug sponsarghus, policymakers should be careful about
using a single number to characterize drug development(@akims & Brantner, 206).

Although experts debate the accuracy of various cost estimates, there is widespread agreement
that clinical trial costs are substantial and risidgcording to a 2007 article, the average cost of
developing a drug had risen at a rate 7.4 péetagher than inflation over the past two decades, mostly
due to rising clinical trial cosi{<ollier, 2009) Costs also tend to increase as a drug progresses through
each phase of the pipeline, anditasinstitute of Medicne (IOM) notes, Phase 3 clinical trials have
become fAextr aor (Bnglisky ltebolity, & Sikip 20 DiMasi,dHansen, &rabowski
(2003) report that the mean costs per investigational drug entering a phase are $15.2 million for Phase 1,

RERG 4-1



FINAL JuLy 25, 2014

$23.5 million for Phase 2, and $86.3 million for Phas&8ing publicly available data and a larger

sample size than DiMasi, et al., &), Adams & Brantner (2010) estimate the average expenditure per
drug in human clinical trials at around $27 million per year, with $17 million per year on drugs in Phase
1, $34 million per year on drugs in Phase 2, and $27 million per year on drugsa 3 bf the trials

Note that DiMasigt al.(2003) present costs for the average drug over the entire length of each phase,
while Adams & Brantne(2010)present expenditures for one yedtultiplying the latter by average

phase durations yields estitea of $24 million, $86 million, and $61 million for Phases 1, 2, and 3,
respectively(Adams & Brantner, Spending on new drug development, 2010)

While the reasons for these high costs are manifold, a few key +e@etdrend stand out One
contributing factor is the productivity of the drug industry in past yddigh levels of investment in
research and development have yielded so many drugs that companies are now finding it difficult to
develop truly innovative pharmaaticals As a result, most new drugs are actually just variations of
existing drugs, intended to be only incrementally more effective or safer than those already on the market
Detection of such small, incremental improvements requires studies witmlardeers of patients
(Collier, 2009) and with greater numbers of participants comes greater expenditure on recruitment
efforts, data collection, compliance with administrative requirements, and other trial components.

In additon, there has been a shift in the biopharmaceutical industry toward chronic and
degenerative disease research, which, given the aging of a large segment of the population, has the
potential to secure steady and sizeable revenue streams for compangaswhpture a share of these
marketg(Collier, 2009; DiMasi, Hansen, & Grabowski, 2008)n the other hand, however, clinical trials
for these chronic conditions (such as arthritis, dementia, and cardiac diseasés)rtealve complex
and expensive testing, large numbers of patients, and long timeframes, as extended drug exposure is
required in order to identify potential lotgrm effects Multiplying these longerm data requirements
by large numbers of patienggelds enormous volumes of data that must be collected, processed,
analyzed, and reported, all at great cost to the sponsor.

Another significant trend contributing to higher clinical trial costs is the increased use of health
care cost containment strategj such as tiered formularies and @fftctiveness data requirements, in
the United States and other countriésresponse to these measures, drug sponsors might choose to
devote more of their clinical research budgets to trials that compare thgpiodaicompetitor drug, as
opposed to trials that compare their drug to a placélsadiscussed above, this can lead to increased
expenses, as larger trial sizes are needddntwmnstratstatistical significance in comparisons of multiple
drugs(DiMasi, Hansen, & Grabowski, 2003)

Other cost drivers, which are discussed in more detail in subsequent sections, include increasingly
complex clinical trial protocols, conservative approaches to data and site monaodagjays aused
by differing interpretations of requirements by different parties involved in multicenter(€@liger,
2009)

The increasing cost of clinical research has significant implications for public fesitlaffects

drugc ompani es 6 wi l | i ngn e sManytcompaniesiaeertakiagkheirtral i ni cal tr
operation8 and their research dolld@rdo other countries, such as India and China, where trial costs can
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be up to 60 percent lowé€Collier, 2009) Some researchers argue that rising céihtrial costs have
made the industry as a whole more risk avessth such large sums of money at stake, sponsolssse
willing to take chances on novatugs(Collier, 2009) Clinical research centers are also more closely
scrutinizing the types of clinical trials they will take @it of concerrihat certain projectwill fail to be
profitable ancput them in a deficit (e.g., due to complicated protocol®warperpatient grant amounts)
(Collier, 2009; Getz K. A., 2010a)

4.2 LENGTHY TIMELINES

Closely related to the cost of clinical trials is the length of time it takes to complete them, which
has also increased iacent yearsBetween 2000 and 2005, pharmaceutical companies experienced a
threepercent median increase in development cycle times and a nearly 11 percent increase in regulatory
cycle timegGetz K. A., 2006) Thoughthe most recent data releaseddA in the fiscal year (FY)
2011 Prescription Drug User Fee Act (PDUFA) Performance Report indicate that median times to
approval for priority and standard applications hdeereased bg few monthsinceFY 2008 (U.S. Food
and Drug Administration, 2012j the drug development process as a wisill lengthy DiMasi,
Hansen, & Grabowski (2003) calculated that the average length of time from the start of clinical testing to
marketing is 90.8nonths (7.5 years), and the entire process, from discovery to registration with the FDA,
takes 10 to 15 years for a typical diianglish, Lebovitz, & Giffin, 201Q)

Lengthytimelines directlycontributeto lower revenuesovéerh e cour se of a dr ugos
increasing the financial burden of drugmeélopment For instance, longials mearlargehuman labor
costs, as investigators and staff must bepensated fomanyhours Longdevelopment times also
reducethe time a dig has under patent protectidmerebyopening the door for generic competitors and
reducing the amount of revenue that can be earAdditionally, the potential for study results to impact
medical practice may be reduced over time as changes in kprécdice or the standard of care might
make the new drug obsolgtenglish, Lebovitz, & Giffin, 201Q) The timing of investments and returns
also factors into the total cost of drug developméss DiMasi, Hansen, &rabowski (2003) explain:

Once a timeline is established and-of{pocket costs are allocated over that timeline,

the expenditures must be capitalized at an appropriate discountTatediscount rate
should be the expected return that investors fodkgong development when they invest

in pharmaceutical R&D instead of an equally risky portfolio of financial securities
Empirically, such a discount rate can be determined by examining stock market returns
and debtequity ratios for a representative salmpf pharmaceutical firms over a

relevant period The resulting discount rate is an average company-alesapital

(DiMasi, Hansen, & Grabowski, 2003)

The authorestimated that half of the total average cost of bringingvadrug to markét which
they estimated at $802 milliénwas attributable to opportunity costs associated with foregone
investments over the drug development period ($403 mil(idiNasi, Hansen, & Grabowski, 2003)

12 5ee also Brooks, C. (2R)L According to this report, analysis4B00 global clinical trialsicross multiple
therapeutic areas indicates the trend toward longer trial durdt@sneversedand clinical trials areaw being
completed in less time
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There are aumber of factors contributing to the lengthcbhical trials, andseveral otheseare
also discussed in other sectio®sor one, industryo6s focus Seation reat me
4.1) creates a need for lomigals to demonstrate sajefior drugs that are meant to be taken over an
extended termAs discussedni the following sections, lonigials faceadditionalchallenges with patient
and investigator retention, which can in turn cause costly hol@pisfeld English, & Claiborne, 2011)
Numerous administrative and regulatory barriers also create delays that protract the clinical trial approval
process in the United States (Seetion4.5for more details)Ad di t i onaiolf fy 0 talde hfdbene at
of trial organization contributes to long trial initiation timeframes, as investigators, staff, study sites, and
other resources are retained for the purposesinfjedrial and then disbandeth the absence of a
consistent trial infrastructure, each clinical trial requires that these resources be assembled anew, a
process that can take ye@gssenberg, Kaufmann, Sigal, \&/oodcock, 2011; English, Lebovitz, &
Giffin, 2010).

Although various technological advances and opportunities for centralized coordination have the
potential to shorten drug development timelines, the clinical trial business modelt lyas evolvedn
such a way that woulgke full advantage of the(ramer & Schulman2011) For example, electronic
data capture (EDC) improves efficiency by replacing paper forms and manual data queries with electronic
forms and checks; however, not all companiegtamlopted EDC as a replacement for paper records
(Neuer, Warnock, & Slezinger, 201@&nd other efficiency gains made possible by this techndldgry
instance, in patient screening and recruiti@emive not yet been realizéidramer & Schulman2011)
Site monitoring is another example; according to a recent survey of 65 organizations, 83 percent reported
using centrally available data to evaluate site performance, but only 12 percent of respondents actually
made frequent usaf centralized monitoring to replace tiraensuming orsite visits(Morrison, et al.,
2011) A third example is the unwillingness of some research sites (academic institutions, most notably)
to defer to centrdRBs to allowfor streamlining of the ethics review process

According to the literature and the interviews with drug company representatives, this industry
wide inertia is rooted in a desire to avoid perceived regulatory Tikkt is, companies, investigators, and
reviewers continue to take actions that add time and coatéuiot valueadded simply because those
actions have proven successful in the fldstmer & Schulman2011) Getz (2006) reported that some
companiesincluding Bayer, Astr&eneca, Allergan, Boehringémgelheim, and Merck, have found ways
to achieve speed advantages (development cycles shortened by up to 17 months and regulatory cycles
shortened by up to 3 months) relative to average performecording to the author, these advantages
can be attributed at least in part to terminating projects sooner, collaborating more actively with global
regulatory agencies, usimgformation technology and electrordata management technologies
consistently and idely, and using CROs mo(&etz 2006) Additionally, partnerships and networks,
such as the Pediatric Oncology Experimental Therapeutics Investigators Consortium (POETIC), have
succeeded in increasing efficiency by bringing resources together anchgliowitiple trials to be
conducted without building the infrastructure up from scratch each &tilk adoption of these models
and practices is the exception rather than the standard.
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4.3 DIFFICULTIES IN RECRUITING AND RETAINING PARTICIPANTS

In interviews,expert consultants and representatives from pharmaceutical and biotechnology
companies an@ROscited patient recruitment as one of the most significant barriers to conducting
clinical trials in the United Stateg-ailure to recruit sufficient numbers pétients can result in costly
delays or even cancellation of the entire tfileisfeld, English, & Claiborne, 2011)

Patient recruitment difficulties are caused by a number of factors, some of which are fairly
universal acrss clinical trials, while others arise due to characteristics of a particular disease @rdal
obvious factor is study size; as discussed previously, trends toward comparative and chronic disease
studies contribute to a need for larger numbers dicfjzaints Another common problem is finding
willing individuals to participate in clinical trialsMost company representatives also expressed
frustration over competition among drug companies for the same patient pools, explaining that multiple
large @mpanies often find themselves targeting the same big markets at the sanfeotimeample,
many sponsors are interested in pursuingiafiimmatory drugs because the road to regulatory approval
is clear and welestablished for these drug§hese corpanies then compete to enroll patients with a few
specific diseases (e.g., asthma, multiple sclerosis, and chronic obstructive pulmonary disease) on which
they would like to test their drugOn the other hand, for smaller markets, recruitment might lokered
by the simple fact that patients are few and far betwiktamy smaller companies focus on developing
drugs for orphan diseases, for which the potential pool of patients is, by definition, limited

There are several factors specific to certhgease areas or trial types that can make it especially
difficult to recruit and retain patients in sufficient numbdfer some diseases (such as certain cancers),
problems of access arise because patients are located mostly in remote areas, fardiniteatttrial
sites that are selected based on where investigatofiSragksh, Lebovitz, & Giffin, 201Q) Patient
retention is a common problem in studies involving lewgn endpoints (e.g., multiple sclerosis),
lengthieg treatments, or negative side effects that cause patients to become fatigued or sick and drop out
Additionally, some trials have narrow patient eligibility criteria that intentionally disqualify many
potential participants who have the targeted disbas#go not meet other inclusion critefi@&nglish,
Lebovitz, & Giffin, 2010) The goal in excluding these patients is to conduct a pure experiment that is
free from the confounding influences of comorbid ilinesses, concomitagications, and other such
factors(Kramer, Smith, & Califf, 2012) Enrollment restrictions such as these may simplify the trial itself
but make recruitment more difficult

Even if there were an abundance of readilgilable, ideally suited patients, participation in
clinical trials would still be greatly hindered by public attitudes, incentives, and lack of knowBdte
physicians and their patients are often unaware of clinical trial options, and often tisnaslyt patients
of higher socioeconomic status who have the resources, knowledge, and motivation to seek information
about a disease, including clinical tri@anglish, Lebovitz, & Giffin, 201Q) Furthermore, physicians
may rot be able to determine whether standard treatment or a trial is the better option for their patients
To some extent, these problems arise from the separation between the realms of scientific research and
clinical care in the United States and the latkrmyagement among physicians in the clinical research
process (discussed in greater detaféction4.7) (Bonham, Califf, Gallin, & Lauer, 2011)

RERG 4-5



FINAL JuLy 25, 2014

For their part, patients who are aware of clinical trial options might beahet participate for a
number of reasond~ear is a major deterrent; patients understand that taking part in clinical research is
good for public health but feel uncertain as to whether it is the best option for their own personal health
Many peoplaareillate ase wi th the idea of serving as fAguinea
side effects, while others might assume the new drug is likely to be effective and worry instead about
being assigned to a sieatment or placebo gro(lills, et al., 2006; Welton, Vickers, Cooper, Meade,

& Marteau, 1999) A related issue is discomfort with randomization and the idea that choice of treatment
will be based on chance rather than the decision of a doctor patirats themselvddenkins &

Fallowfield, 2000) Media attention to cases with negative outcofees., serious side effects or deaths)
has also fostered distrust of indussgonsored trials, and many patients believeitftatstry will put its

own interests ahead of the{/eisfeld, English, & Claiborne, 2011; English, Lebovitz, & Giffin, 2Q10)
Awareness of deceptive, exploitative, and racist past practices in experiments, siechuskeégee

syphilis study, continues to fuel this distrust, particularly among some minorities and cultures within the
United StategWeisfeld, English, & Claiborne, 2011; Shavers, Lynch, & Burmeister, 2000)

Aside from the uncertainties involved, participating in clinical research may simply be
inconvenient or overly burdensome to patiey signing up for a trial, patients might subject
themselves to interruptions in care, physical and emotional stress causadify their regular provider,
time and travel costs, (including transportation to the study site and lost income), and large volumes of
confusing paperwork associated with the informed consent pr{ieeghksh, Lebovitz, & Giffin,2010)

Finally, language and literacy barriers may also deter some from participatiigfeld, English, &
Claiborne, 2011)

4.4  INCREASING COMPETITION FOR QUALIFIED INVESTIGATORS AND SITES

In addition to patientecruitment, difficulty finding investigators and sites was one of the issues
most frequently raised by industry representatives in discussions with E&@rding to some, the
problem is not a lack of researchers overall but rather a lauilaiy qualfied researchers who are
consistently able to enroll higluality patients in sufficient number#s a result, sponsors compete with
each other for these top investigators, creating the impression that there is a shortage even though less
well-qualifiedinvestigators might be available.

Whether and how sponsors experience this competition is based, to some degree, on their
c 0 mp a size and diseaspecialties Many of the largeCROshave strategic partnerships with large
drug companies, which providiee CROs with a consistent revenue streémexchange, the drug
companies get priority access to staff, data management resources, and investigeaifocation of
resources to big drug companfagther intensifies resource competition for smalnpanies Companies
pursuing drugs in the same therapeutic areas at the same time will also face more competition, not only
for patients, as discussed in thection4.3, but also for investigators and sitéd=or highly specialized
treatment areas such as dotigals, sponsors may have a very limited universe of qualified investigators
to choose from in thérst place.

Other experts frame the problem somewhat differently, asserting that this barrier stems not simply
from competition for top investigators but also from an actual overall shortage of biostatisticians and
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clinical informaticists across academiedicine, industry, and governmgBonham, Califf, Gallin, &

Lauer, 2011) In support of this claim, there is evidence to suggest that the rate of attrition among U.S
investigators is increasing he proportion of clinicainvestigators who are from North America has been
falling since 1997, while the proportions of investigators from Western Europe and the rest of the world
have been increasir{§gnglish, Lebovitz, & Giffin, 201Q)

There is reasn to believe that this trend will persist and the pool of investigators in this country
will continue to shrink It is very challenging to conduct clinical trials and establish a successful career as
a clinical investigator in the U.@&nglish, Lebovitz, & Giffin, 201Q)45 percent of firstime investigators
quit the field after their first clinical triglCaliff, Filerman, Murray, & Rosenblatt, 2018nd there is little
motivation for newinvestigators to replace thenfhe clinical investigator track is, in many ways, less
appealing than other options available to researchers, who would prefer to publish results more easily and
avoid the hassles of getting a clinical trial protocol apptovurthermore, conducting clinical trials does
not earn researchers much respect among academics, and academic institutions often provide little support
in the design and initiation of trialAlthough community physicians and practitioners represtarga
pool of potential investigators, they are generally uninvolved in the clinical trial process (for reasons
discussed irsectiord.7) (English, Lebovitz, & Giffin, 2010) In this shrinking pool of resources,
competition for resources will likely continue to intensify as increasing numbers of trials are conducted in
orphan/lowprevalence diseases.

The outlook for resources at the istigative site level is similarly bleakMany veteran sites in
the U.S have been struggling financially in recent years, forcing some to shift resources to more
profitable enterprises or even cease their clinical research activities altd@gteK. A., 2010a) While
some of this financial hardship can be attributed to the global economic dodviigrnumber of new
trials being initiated declined, and many trials have been delayed or termimataxh of it is due to
industry practicesFor one thing, protocols have grown increasingly complex (in terms of the number of
procedures and amendments and amount of effort required to execute them), to the point of becoming
unmanageable (discussed in more detafiéntion4.6). Recruitment is also very difficult in the United
States (se8ection4.3), which increasingly drives sponsors to sites overseaghermore, sponsors and
CROs are responding to the unpredictability of si
which trials are spread across larger numbers of sites, editbmaller numbers of patients, an
economically unfavorable arrangement for many sikésally, sites face serious cash flow problertrs
general, sponsors try to defer payment to later in the study; it takes an average of approximately 120 days
for sites to receive payment from sponsors and CROs for work that they have already convdeted
experienced investigative sites need to borrow money in order to stay afloat, with the averhgesddS.
site carrying a debt of $400,000 these factors renia unaddressed, more sites can be expected to
permanently close their doors to clinical resedbtz K. A., 2010a)

4.5 REGULATORY AND ADMINISTRATIVE BARRIERS

Regulations are often created in response to a negative evallingef trial participant or a
study as a whol&ramer, Smith, & Califf, 2012) While these regulations are intended to improve safety
or other facets of the clinical research process, many times they augretjuently evaluated to
determine whether they actually achieve those purposes or are simply creating additional obstacles

RERG 4-7



FINAL JuLy 25, 2014

Furthermore, U.Segulations pertaining to clinical research were written when the clinical trials
enterprise was smaller in tes of the number of active trials and before multicenter trials became
common (in the 1980%990s)(Kramer, Smith, & Califf, 2012) This section addresses several
subcategories of regulatory and administrative barriers.

4.5.1 Regulations Protecting Human Research Subjects and Their Privacy

Ethical / Institutional Review Board Approval (2Code of Federal Regulation<OFR) 56)

The ethical review process suffers from a lack of clarity regarding the roles and responsibilities of
various oversight bodies and what is expected of investigéEmgish, Lebovitz, & Giffin, 201Q) IRBs
have expanded their scope of responsibility in recent years, undertaking new tasks such as review of
i nvest i gagobimesest, potatidn lofipatient health information, assessment of trial design, and
riskmanagementAs a result of this fimission creep, 0 trial
within a single IRB, yet there are no indications that gageimproved by the expansion of responsibility
(Kramer, Smith, & Califf, 2012)

In addition to the increased bureaucracy and associated dayRE review process for muiti
site trials (which usually require approvalg multiple IRBSs) is also plagued by problems of coordination
and consistenc¢english, Lebovitz, & Giffin, 201Q) IRB definitions and standards (e.qg., for reportable
adverse events, or for what qualifies as equipoise) wagebgraphic location, resulting in
inconsistencies, delays, and other complicatidttst time and redundancies result when multiple local
IRBs must review the same protocols and adverse events instead of a single IRB doing so, and dividing
authorityamag mul ti pl e | RBs may weaken any individual k
to protocols Moreover, important issues flagged by one IRB may not ever be communicated to the other
IRBs (Kramer, Smith, & Califf, 2012)

To alleviate some of these problerf)A recommended in 2006 that one central IRB be used for
multicenter trial{U.S. Food and Drug Administration, 2006hbpwever, many drug sponsors have not
made this aequiremenandsome sites are still unwilling to work with central IRB3n April 23, 2012,

FDA held a public hearing to obtain input from stakeholders on FDA's scope and direction in
modernizing the regulations, policies, and practices that apply to the conduntaaf tlials of FDA

regulated products, and IRBs were a topic of much discussicrording to speakers at the public

hearing, nstitutionsoften express concern that they will remain liable, even if reviews are delegated to
central IRBsand thereforg@refer to use their own (local) IRB rather than to delegate to a central IRB
Academic institutions have a reputation for being particularly reluctant to defer to central IRBs (reasons
for this are discussed Bectior4.8) (U.S. Food and Drug Administration, 2012)

Informed Consent (21 CFR 50)

The process of obtaining informed consent, while important, is burdensome asubitigueming
both for researchers and trial participarfponsors are required to educate clinical trial participants as to
the purpose of the study, its duration, necessary procedures, potential risks and benefits, and their rights
before they can enter the trighs part of this process, the research team must produce carefully worded
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documents, discuss the documents and the trial process with each individual patient, get the required
patient signatures, and track the paperwé@rkglish, Lebovitz, & Giffin, 2010)

Patients must fill out and sign the numerous forms before they can participate, which can be
overwhelming, especially when combined with the . W8&alth Insurance Portability and Accountability
Act (HIPAA) forms, monitoringand compliancéEnglish, Lebovitz, & Giffin, 201Q) A recent study of
124 informed consent documents used in multinational, gd&rnmensponsorediuman
immunodeficiency virus (HIMacquired immunodeficiency syndrom&lDS) trials found the median
length of the forms to be 22 pages (27 pages for adult f(itarsy, Chaisson, Taylor, & Lohse, 2011)
The aut hors also noted that, despite theenformsé |
inadequately explained, and highevel reading comprehension skills (at least a rgrtde level) were
needed to understand the documeitise lengthy and confusing forms can be especially problematic for
patients with language or disability bars€U.S. Food and Drug Administration, 2012)

Development of technological solutions is underway, though it is still in its early st@ges
option discussed at the April 2012 FDA hearing was to replace paper forms witss/iblets, which
have the potential to facilitate document security and management, as well as to provide information in
multiple languages or in audio/video format, which might be more accessible to children and patients with
disabilities However, ginply moving excessively long and complicated forms from paper to a tablet
screen will not address the need to fundamentally streamline the informed consent process and improve
both efficiency and understandifid.S. Food and Drug éministration, 2012)

Patient Privacy:U.S.Health Insurance Portability and Accountability Act (HIPAA) (45 CFR
Part 160 and Subparts A and E of Part 164)

HIPAAr equi res patientsd authorization to use the
combined with informed consentYhere are severe penalties for violating HIPAA, so IRBs strictly
enforce complianceHowever, one consequence of HIPAA and other pyivaws is that, when patients
drop out, site investigators are reluctant to attempt to contact them or seek their medical records to follow
up on major outcomes/study endpointhis in turn reduces statistical power and can lead to uncertain
study resuk. It has been suggested that informed consent documents include a statement alerting
participants that, should they drop out of the study, the investigators will seek their authorization to track
their major outcomefKramer,Smith, & Califf, 2012)

4.5.2 Safety Reporting Requirements for Investigational New Drug¢INDs) and Biologics (21
CFR 312)

In the course of clinical investigations conducted under investigational new drug (IND)
applications, information regarding adveesents must be communicated among investigators, sponsors,
IRBs, andFDA in safety reports There are a number of terms that are used to categorize adverse events
and thereby determine which must be reporfBoe most ugo-date definitions of these tesnfirom 21
CFR 312.32(a) are provided below:

A Adverse event: A[A]ny untoward medical occur
humans, whether or not considered drug relat

RERG 4-9



FINAL JuLy 25, 2014

A Life-threatening adverse event or {ifeeatening suspected adverse reactio i An adver se
event or suspected adverse reaction is considiiedhreateningif, in the view of either the
investigator or sponsor, its occurrence places the patient or subject at immediate risk of
deatho

A Serious adverse event or serious suspextedy er se reaction: @AAn adver
adverse reaction is consider@arioudif, in the view of either the investigator or sponsor, it
results in any of the following outcomes: Death, atlifieeatening adverse event, inpatient
hospitalizatioror prolongation of existing hospitalization, a persistent or significant
incapacity or substantial disruption of the ability to conduct normal life functions, or a
congenital anomaly/birth defeot.

A Suspected adverse r eact ihdhereisdrpasdnable poasibilite r se e
that the drug caused the adverse eveort the purposes of IND safety mfting, Geasonable
possibilitypmeans there is evidence to suggest a causal relationship between the drug and the
adverse eventSuspecteddverse reaction implies a lesser degree of certainty about causality
than adverse reaction, which means any adver:

A Unexpected adverse event or unexpected suspe:
suspecteddverse reactiois consideredunexpectedif it is not listed in the investigator
brochure or is not listed at the specificity or severity that has been observed; or, if an
investigator brochure is not required or available, is not consistent with the risk information
described in the general investigational plan or elsewhere in thentapglication, as
amended

In the past, the FDA, IRBs, and clinical investigators in multicenter trials have been flooded with
expedited reports of serious adverse events (SAEs), gdldifficult to determine which were true
signals of significant safety ewdumérsporingoccuwddi ch we
|l argely as a result of the FDAOGs previous safety
with regard to the threshold for determining whether an adverse event was re[{Stiabhean,

Woodcock, Norden, Grandinetti, & Temple, 201ddmbined with cautious oveeporting on the part of
sponsors (seBection4.6). These reports did not provide enough coritestich as aggregate data by
treatment groud to allow for interpretation of the events and evaluation of their caustibredhip with
drug therapy For example, it is impossible to determine whether a single reported case of myocardial
infarction is causally related to drug exposure in a study population comprised of elderly patients
(Kramer, Smith, & Califf, 2012; Sherman, Woodcock, Norden, Grandinetti, & Temple,.2011)

A new FDA safety reporting regulation (effective March 2011) seeks to remedy these problems
by clarifying the roles and responsibilities of sponsors and climeastigators in the safety reporting
procesgKramer, Smith, & Califf, 2012; Sherman, Woodcock, Norden, Grandinetti, & Temple,.2011)
The new regulation requires that clinical investigators continue to repserals adverse events to the
sponsor, regardless of whether they are considered to beedated The sponsor, in turn, is required
under 21 CFR 312.32(c) to submit an expedited IND safety report to the FDA and all participating
investigators within & days when any of the following criteria are met: (1) there has been a suspected
adverse reaction that is both serious and unexpected (as defined above); (2) there are findings from other
studies or animal or in vitro studies that suggest that expostive tlvug results in a significant risk to
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humans; or (3) there has been a dAclinically impor
reaction over that |isted iTlecrudotthemewoueaschatl or i nve
spon®rs should send expedited reports only for those events that the sponsor believes are causally linked

to exposure to the investigational agent, rather than sending expedited reports for all events that either the
sponsor or the investigator believes arerepossibly linked to exposure to the investigation agent.

In contrast to the previous regulations, which permitted either the sponsor or the investigator to
make causality determinations, assessment of which events are likely caused by the drug eynthe sol
responsibility of the sponsor, who has more complete information than the individual investigators
Additionally, more guidance is provided to help sponsors evaluate causality for adverse events and what
types of reactions need to be reportétie new requirements are thus intended to reduce the excessive
volumesof events being reported EDA, investigators, and IRBs and more clearly identify which events
actually have important patient safety implicatig@serman, Woaotbck, Norden, Grandinetti, &

Temple, 2011)

Still, it is too early to tell how sponsors will adapt to the change and to what extent the changes
will succeed in their intended purpag&amer, Smith, & Califf, 2012) Despite the revisions that were
made in the spring of 2011 (to 21 CFR parts 312 and 320), some remaining issues were raised by industry
and IRB representatives at the public FDA hearing held in April, 2602 one thing, there may be
inconsistenteportingrequirements Investigators are required (under 21 CFR parts 56.108(b)(1),
312.53(d)(1)(vii), and 312.68) 0 r epor t p r o mbubantigcipafed problénts evolvimy Bigks
to human subjects or otherset khowevemnt tovébet igat
therefore not required to be submitted) on one occasion, and then might interpret the same event to be
Aunanti ci pat e(@ublicaearing, 2012)Anether speakerexpressed concern that 21 CFR
part 56 is 8ll interpreted by sponsors and investigators as requiring every igatstto send every IND
safetyreport o t he |1 RB, and | RBs have trouble interpret.:
The speaker askedtatD A c | ar i f y timgpigatowsringiddual ievpstigators are also
burdened by the need to act as middle men between sponsors and the IRB, which, the speaker argued, is
inefficient and unnecessafy.S. Food and Drug Administration, 2012)

4.5.3 Regulations for Multiple Jurisdictions

In addition to the federal regulations listed above, there are also state and local regulations to
comply with, and the requirements may be different for each location ingiteltrials Companies
conducting trias at sites in the European Union (EU) (or other countries) are also regulated by the
European Commission/EU Clinical Trials Directive (or other national regulatory authqgitrasher,
Smith, & Califf, 2012) which may hae varying guidance and regulationghe abundance of regulations
at various levels and the lack of harmonization among these add a great deal of complexity to the process
of conducting clinical trialéKramer & Schulman, 2011)in interviews, sponsors listed the following
areas as being particularly problematieporting of results, format for applications, guidaone
endpoints, registration requirements, guidelines for clinical programs, biosimilars legislation, and adverse
events reportingFor example, the United States and Europe differ as to who bears responsibility for
ascertaining the cause of unexpedeibus adverse eventSAES. Under the newJ.S.regulation, the
drug sponsor is responsible for determining causality; in Europe, either the sponsor or the investigator
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may do so (as stated in the ICH guidelinggame, Smith, & Califf, 2012; Sherman, Woodcock,
Norden, Grandinetti, & Temple, 2011)

Most industry representatives interviewed agreed that, whilletéenational Conference on
Harmonisation of Technical Requirements for Registration of Pharmaceticedlsman Use Good
Clinical Practice ICH-GCP guidelines (discussed in Sectiér®) and other harmonization efforts have
proven helpful, the problem of differim@actices and requirements across jurisdictions is far from being
solved The EU Voluntary Harmonisation Procedure (VHP) illustrates this painihcorporating the
2001 EU Clinical Trials Directive into national laws and regulations, divergent praeticerged across
member states with regard to application dates, timelines for review of clinical trial applications,
content/format/language requirements, distribution of responsibilities between authorities and ethics
committees, and workload among autties (Clinical Trials Facilitation Groups (CTFG), 2010)

To address these issues, the Clinical Trials Facilitation Group (CTFG) established the Voluntary
Harmonisation Procedure, which allows clinical trial applicantddotronically submit a single set of
materials to one coordinator and obtain trial approval across multiple EU states at once, instead of making
submissions to each country separafBlychholzer, 2011; Krafft, Bélorgey, &zalay, 2012) Since its
introduction in 2009, the VHP has been increasingly utilized; over 140 applications had been received as
of February 2012, approximately a third of which came fth®. sponsors and most of which received a
positive opinionKrafft, Bélorgey, & Szalay, 2012)Still, despite neauniversal adoption of the VHP
across EU member states, many sponsor&&@s remain hesitant to use it (possibly because it is a new
and unfamiliar process, and drug qmmies tend to adhere to traditional practices with proven track
records)Buchholzer, 2011) Furthermore, the VHP does not extend to countries beyond the EU, nor
does it address harmonization concerns regarding aspectsicdidiiials other than the application
process.

Apart fromstudies spanning migile geographic locations, lack of harmonization aksobea
barrier for research that falls under the purview of multiple federal agenciparticular, oncology
researb may be subject to the requirenteand guidance of not onBDA, but also the Office for Human
Research Protections (OHRP), the National Institutes of Health (NIH), and the Office for Civil Rights
(OCR), depending on the stuly.S. Food and Drug Administration, 2012Jhough efforts have been
made by FDA and OHRP to harmonize guidanses)edifferences remain among agencies in privacy
requirements, government access to records, safetytirgpagquirements, terminologgnd conflict of
interest disclosur@J.S. Food and Drug Administration, 201For examplewhile HHS lowered the
monetary threshold at which significant financial interests require disclosure from $10,000 toii$5,000
2011(National Institutes of Health, 2011) FDA®s r e p o r$25j000¢.S.tFbod and bragl d i s
Administration, 2011h) Such inconsistencies cause confusion among investigators and make ittdifficul
to keep abreast of the various requirem@dtS. Food and Drug Administration, 2012)

4.5.4 Conservative Regulatory Climate

Nearly all of the company representatives and experts interviewed commented on what they
perceived as particularly riskaverse regulatory climate of recent yedvkany framed the problem as a
disproportionate weighting of risk in the riblenefit equation, with FDA now appearing hesitant to take
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on even small amounts of risk, regardless of the potdmgiafit to patientsThose with several years of
experience in the industry observed that this conservatism is part of a cyclical pattern governed by
political, Congressional, and media pressure following adverse outcomes.

In describing this perceived rgigtory conservatism, many company representatives expressed
frustration with FDAG6s s af e tFgrexdmpteanultpke memieveesf or c e
said that many companies can no longer afford to develop drugs for diabetes because of new
cardiovascular risk guidelinesn 2008, in light of published findings that the approved drug Avandia
increased the risk of heart attacks, FDA issued guidance requiring that all diabetes drugs undergo a
cardiovascular risk assessment lasting at leasyéaos(Harris, 2010) Similar requirements are being
considered for obesity drugs in the United Stéedlack, 2012)

While interviewees supported the goal of improving patient safety, theyeacouraged
consideration of the disincentives created by the new fiitHhey explained that it takes months to test
whether a diabetes drug works to help control blood sugar levels, but it takes years and thousands of
patients to determine cardiovasaulisk, making clinical trials in this therapeutic class prohibitively
expensive Such barriers discourage investment by venture capitalists, and can drive sponsors to other
(nonU.S.) markets or lead them to stop pursuing drugs in these classes attahietbbydrying up the
pipeline at a time when high obesity rates in the United States necessitate more treatment options
(Pollack, 2012)

Drug company representatives also warn that safety requirements calling for largengragd
large volumes of data can produce unexpected safety signals as a result of multiple comparisons and
detection bias Some feel that FDA is requiring too much investigation of safetappeoval and could
instead allow for more of this work to khifted to postnarketing studies, while reserving the authority
to pull the drugs off the market if these are not completed satisfact8plgnsors further argue that at the
time of approval, FDA could simply make all information available to clinicéamstheir patients so that
they can make their own decisions.

FDAOGs e xIpD guidantemas offered by a CRO representative as another example of
regulatory risk aversianOften, in the early stages of research, there are many potential molecules a
sponsor is interested in, and some human data is needed before the sponsor can decide which to pursue
FDAGs exploratory I ND rule says that sponsors do
normally need before getting started, but thay only use 1/10bof a dose in human patier{td.S. Food
and Drug Administration, 2006aY he interviewee argued that 1/406f a dose is not informative, and
therefore the rule was of little practical use.

455 Lack of Clear Regulatory Pathways and Guidance for Some Therapeutic Areas

Sometimes, not having a clear idea of what FDA requires is the fault of companies, who might
avoid meeting with FDA early in the process, perhaps out of fear of hearing bad news that must then be
shared with their investargHowever, industry representatives assert that, in many cases, much of the
responsibility for failed communication and unclear expectations rests with FDA
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While the regulatory pathways for some therapeutic areas, sacita®sgy and cardiovascular
disease,arewei st abl i shed, the requirements remain much
areas, like central nesus systendisorders, metabolic diseases, and biosimilars, for which there is little
in the way of preedent In disease areas where guidelines are nonexistent, old, or otherwise lacking,
sponsors find it difficult to understand what FDA expects of them before beginning their studies, and the
process caresult inlengthy backandforth discussions and getiations with reviewersSuch a situation
is both inefficient (as each individual company must take the time to seek out information or negotiate the
requirements on its own) and unpredictable (as reviewers may change their minds over time).

According b one CRO representative, some drugs fall between the cracks of other regulatory
pathways because they are intended to treat diseases that are exceptionally rare ar ¥fiutadie
orphan drug pathway is appropriate for conditions affecting fewer20@y®00 patients, there are some
conditions affecting only a few hundred patients that might be effectively treated with a new kieug
barriers to developing a drug for such conditions are substantial; from a regulatory perspective, it is
similar to deeloping a drug for millions of patients, despite the fact that enroliment and other aspects of
the process are much more difficulthe interviewee noted that, while there were cases in which FDA
had been flexible and helped an important treatment th neatients (e.g., Botulism Immune Globulin,
or ABabyBl Gd), there have been other instances wh
barriers were not adjuste@y existing rules, it seems infeasible to sponsors tatestatment for
Escherchia coli (E coli), for example, as not enough patients can be found who belavita
hemolytic uremiato testthedrugvhi | e FDAO®s Ani mal Rul e all ows spon
effectiveness in animals, it has only been used a few timesg(etigrax).

For therapeutic areas where guidance is lacking, FDA often takes a long time to issue and update
guidances While FDA has undertaken some positive initiatives recently (e.g., starting to issue new
guidances, including draft guidance for biosarsl, examining guidances for skin and pneumonia;
considering guidances for unmet need pathogens; and considering new gpaitowalySor pathogens
that would require more restrictive labeling and be for more limited populations), these processes can be
very slow from industrybés perspective.

45.6 Barriers Related to the Review Process

The expert consultants and drug company and CRO representatives interviewed acknowledged
the difficulty oAgenEyfaded cnfligtiogpressuresifrom Cargragd maustry
and must balance the need for scientific evidence with the need for timely access to the néostrug
respondents commented that FDA is consistently understaffed and underfunded, and the resources it does
have at its disposal are stretched thin.

Nonetheless, there were some specific concerns shared by the interviewees regarding the
regulatory review process at FD®ne issue that was frequently mentioned was the perceived
concentration of too much responsibility and power in the hanidslioidual reviewers When most of
the burden of decisiemaking is borne by a single reviewer, that reviewer will bear full responsibility if
something goes wrong; thuhe or she might be more riskerse than a group of individuals across whom
resporsibility is spread evenlyAnecdotal evidence suggests that junior nexies might be particularly
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risk averse, while veteran reviewers might be inflexibdgditionally, turnover among reviewers

becomes problematic, as it can take quite a long timetta gew reviewer up to spee8luch a system
makes company representatives feel that their outcomes are subject to the whims of the individual
reviewer and his or her personal feelings about a particular drug or campamngequently, some
respondents gxessed a preference for the European regulatory review system, which involves multiple
academic experts to reach a scientific consengdllsle the FDA does use an advisory board, the
interviewes felt that it is involved too late in the process, anaithority is too weak to overrule the
revi ewer6s deci sion.

Another common grievance among interview respondents was the difficulty of getting timely
feedback from FDA Though a recerilew England Journal of Mediciraticle found that FDA
reviewed applicéons involving novel therapeutics faster, on average, than the European Medicines
Agency (EMA) or HealtiCanadgDowning, et al., 2012)many sponsors interviewed by ERG felt that
there was still room for improvement in teficiency and predictability of communicatioffhere is a
perception in the industry that FDA is becoming more bureaucratic and seeking to formalize all
processesmaking communication increasingly cumbersorRather than being able to contact the
relevantFDA reviewerdirectly, companies say they must first go through project managers, fill out
written requests, and complete other intermediate .si&jile investigational new drug (IND) timelines
are considered acceptable (feedback is received vthiays), receiving feedback in the pt¢b or
review periods can take a long time

A final oft-repeated refrain among industry representatives is the lack of consistency among
revi ewers and divisions within FDOD&R) RE€spandests f or
believed there to be appreciable variability across divisions at FDA in responsiveness, scientific expertise,
flexibility, and openness to meetingBor example, it was mentioned that the Division of CaRkmal
Drug Products hasraputation for being particularly innovative and flexible relative to other divisions,
while Metabolism and Endocrinology Products and Pulmonary, Allergy, and Rheumatology Products are
perceived as divisions where drugs are more likely to be deldyeglviewees indicated that there are
good scientists at FDA, but they are scattered across different departments, and the overall scientific
caliber of reviewers could be improved to ensure better consistency.

A newly published study by TuftsSDDexplores tlk issue of consistency among the various
FDA drug review divisions using date new molecularrgity (NME) New Drug Applications (NDAS)
and Anewo Bi @plicatpnsdBLAS) frore thesperioddbetween 2006 and 20dithe &
Kaitin, 2012) The authors outline the various factors that contribute to disparities in regulatory
experiences on both the industry side (including therapeutic area, technology turnover, investment levels,
and experience/expertise of the sponsod) RRA side (including staffing levels, organizational changes,
workload fluctuations, leadership, advisory committee dynamics, and political pres#ses)ding to
the study, there are substantial differences among divisions in terms of staff, woakloemal times,
ratesof clinical holds ordered on commercial INDs, the percentage of products for which an advisory
committee meeting is held, NDA approval rates, and other meastioedirming what was said iour
interviews with industry representatives, the Metabolism & Endocrinology and
Respiratory/Rheumatology divisions were indeed found to have exceptionally high rates of clinical holds
relative to other divisions
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4.6 DRUG SPONSOR-IMPOSED BARRIERS

Drug sponsorface a number of barriers to conducting clinical research that are outside their
control However, there are also a number of barriers that drug sponsors voluntarily impose upon
themselves, adding further cost and delay to the process unneced&hill some of these avoidable
costs and delays are incurred as a result of insufficient early planning or inefficiencies in company
practices, the majority of them stem from a desire to avoid failure at all(pataer & Schulma,

2011)

Risk aversion leads companies to take unnecessary steps at various points throughout the clinical
trial processAs one drug company representative explainec
trials are so costly that companies sjlend millions more to achieve small reductions in the risk of
failure. Legal advisors are major drivers of these strategies, which are designed to ensure regulatory
compliance and minimize liabilitgkramer, Smith, & Califf2012) In trial design, each assumption is
made conservatively, and the study ends up being overpawgtdalrger companies especially,
statisticians and others are insulated from the cost consequences of their recommendations, so there is less
acountability; no one objects because no one wants to be responsible for failure

The rest of this section discusses, in greater detail, the various barriers that drug sponsors impose
upon themselves in their administrative, study design, data and sit@rimgy) and serious adverse event
reporting practices.

4.6.1 Administrative

Contract negotiation and internal review are two major administrative areas where drug
companies suffer from inefficiencies of their own creatidhe IOMand the National Cancer Institute
(NCI) have tried to generate standard contract terms so that the trickiest parts of contracts between
sponsors and contractors and clinical sites would not need to be renegotiated from scratch every time;
however, thesedve gone largely unused by drug companigsntract negotiation delays can be
exacerbated when pharmaceutical companies outsource the execution of standard contracts to
subcontractors, who cannot make decisions without appfidxaier, Smith, & Califf, 2012; Institute of
Medicine Forum on Drug Discovery, Development, and Translation, Undated)

Internal review processes for organizations conducting or sponsoring clinical trials can also delay
a t r i aFotesammet iathet past, BristMyers Squibb needed 8 months and 34 internal review
cycles to develop and activate a new protoddle company has recently made an effort to streamline
this process and shorten it to about five moEmglish, Lebovitz, & Giffin, 2010)

4.6.2 Study Design
Enrollment Restrictions

In trying to create a pure scientific experiment and thereby maximize likelihood of drug approval,
sponsors may restrict enrollment using restrictive eligibility criteriarttegt exclude, for example,
patients on other medications or with comorbiditi€his practice may be reasonable in the early phases
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of the study to distill the effect of the drug, free of confounding influences; however, when these
restrictive criteria arearried over to later phases of the trials, they make it even more difficult to find a
sufficient number of participants and consequently protract the recruiting p(gcasger, Smith, &

Califf, 2012) To illustrate theenrollment implications of this increased stringency, a 2010 study by Tufts
CSDDreported that 48 percent of patients screened for clinical trials actually completed the trials in the
period between 1990 and 1999, while only 23 percent of patients scie¢he@®0002009 period

completed thenfKramer, Smith, & Califf, 2012)

Aside from hampering recruitment, the restrictions on participant eligibility also raise scientific
concerns, as the new drug might not be adequsttadifed on relevant patient populations, such as people
with common comorbiditiesFor example, the cardiovascular risks associated with the arthritis drug
rofecoxib were established as the sponsor pursued a possible new indication for the druge motirséh
of a systematic study of arthritis patients with concomitant cardiovascular digeas®r, Smith, &

Califf, 2012) This issue is discussed furtigectiord.?.

Complex Clinical Trial Protocols

Clinical trial protocols, which outline the trial methodology, are becoming increasingly complex,
involving more assessments, exploratory endpoints, biomarkers, biopsies, etcreasing the
administrative burden of trialsA study of over 10,000 industgponsored clinical trials found that the
guantity and frequency of triaklated procedures (e.g., laboratory tests, patient questionnmgres)
protocolhas increaseihcreagd by 6.5 percent and 8.7 percent per year, respectively, during the time
period between 1999 and 2@qQ®tz, Wenger, Campo, Sequine, & Kaitin, 2008)separate study of 57
Phase 1Phase 3, industrgreated research protosdbund that the average total number of protocol
required procedures increased from 90 for the time period between 1999 and 2002 to 150 for the time
period between 2003 and 2005; the average number of inclusion criteria increased from 10 in 1999 to 26
in 2005, and the average case report form expanded from 55 pagesiigd®fh 180 in 2002006
(Kramer, Smith, & Califf, 2012)

Case Report Forms (CRFs)

A case report form (CRF) is a tool used by investigators to calégatfor each participant
throughout the trial More complex CRFs including many data points can significantly increase trial
monitoring and other costs (e.g., storage of samfag)lish, Lebovitz, & Giffin, 201Q)perhaps
unnecessarily if the data being collecteénot relevant to the specific studpccording to experts and
industry representatives interviewed, sponsors almost always capture more data than they eventually use
in their FDA submissions, and sometimes thifa data even confounds study resultkough the
percentage of data collected that ultimately goes unused varies by trial, interviewees estimated that it is
anywhere from 10 to 30 percent, and a recent stud{elbyeth Getand others at Tufts CSDD fod that
22.3 percent of all clinical trial procedures are considered to beoren(17.7 percent of Phase 2
procedures and 24.7 percent of Phase 3 procedukesdrding to that study, whichsed clinical data
from Medidata 18 percer@ or approximately $.1 milliond of a typical study budget is being spent on
procedures for supplementary secondary, tertiary, and exploratory endpoints, while another $1.3 million
(22 percent) is spent on procedures supporting regulatory comp(igufte CSDD, 2012) These
findings confirm anecdotal evidence cited in an earlier articlédnneth Getzwhich reported that
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sponsors estimate that between 15 and 30 percent of all clinical data collected is not used in NDA
submissions, costing andgitional $20 to $35 million in direct drug development costs for the average
drug(Getz K. A., 2010h)

The reasons given by interviewees for collecting this extra data were many and varied
Researchers tend to be ovédriglusive, as they are scientificaliginded individuals who want to be able
to answer the main question and test other theories, asSeetie of the extra data are needed when the
clinical value of somendpointds uncertain Moreover, companies terid collect what they have always
collected in the past and simply add new items as needed, without reconsidering whether the old
measurements are necesq@gtz & Campo, 2013)FDA reviewers, for their part, might have grown
accustomed to seeing the Ausual 06 data points, suc
if they are nonessential to the stud§ome data are collected in part to satisfy payers and providers (e.g.,
guality of life measurements and otlpatientcentric measurementskinally, companies may solicit
i nput from fikey opinion | eaderso (KOLs) on protoc
experts in their disease areas, they may be less well versed in study design and the atjpauifiotd
that are needed for FDA approval.

Some of the individuals interviewed expressed the opinion that collection of extra data is
unavoidable due to the nature of the process; clinical trials represent research under uncertain conditions,
and at théime when they are making data collection decisions, study designers do not know for sure
what they will need Some also argued that the data being collected are not actually superfluous because
thereis always needor thedata on file, not because FD#&1inandating it, but because it is supportive and
reasonable to collect.

Other respondents felt data collectioar at least data collection codtsould be reined in
through various meandg-or example, some of the data can be collected atloestfacilities, such as
local clinics and pharmacies, reducing the need for infrastructure and ove@wagdanies can also be
more practical in their planning and streamline their studies by minimizing the number of research
guestions they seek to answeaigingle trial One respondent said the ideal scenario would be for
sponsors to conduct | arge, simple trials that mak
electronic health recordEHR) rather than collecting lots of redundant data thévase In fact, FDA
recently published guidance on best practices for conducting and reporting on pharmacoepidemiologic
safety studies that use electronic healthcare data sets (including administrative claims data and electronic
medical record (EMR) dataacknowledging the potential for new technologies and statistical methods to
allow for easier study of safety issues, particularly in situations where observational studies/clinical trials
are infeasibl€U.S. Food and Drug Administtion, 2011a) Some respondents also called for more
flexibility on the part of FDA; for example, drugs can be approved without mortality data with the
requirement that posharketing data be collected to demonstrate safBiye drug can later beithdrawn
from the market if there are concerns.

Still, there are hurdles to implementing some of these .idédsle the use of administrative
databases sounds promising, i A frseda laintdy ,c orl el seecatr cnhoer
incese. 0 Data sufficiency concerns can be crippling
clinical trial is required, and researchers are @aitious as a resulfFurthermore, with regard to pest
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market data collection, several respondentschtitat FDA is justifiably worried about the problematic
history of pharmaceutical company promises aboutipasketing clinical trials, as some companies

have drawn out the process of designing-poetket clinical trials for many yearsastly, effortsto

simplify data collection are presently hindered by the lack of standardized electronic CRFs that can be
used by all researchers across the industry (still, progress is being made; efforts to develop a library of
standardized oncology CRFs are alreadyenway)(English, Lebovitz, & Giffin, 201Q)

Protocol Amendments

Clinical trial protocols often need to be amended after they have been finalized and approved, a
process which can be costly and tiowsuming, but also prevebta. Using data provided by 17 mid
sized and large pharmaceutical and biotechnology companies, a recent study conductedd8Dufts
analyzed the types, frequency, causes, and costs of nearly 3,600 protocol amendments from 3,410
protocols The study foud that nearly 60 percent of all trial protocols require amendments, a third of
which are avoidable through better initial planning and participant recruitft@ompleted protocols
across all clinical trials were found to incur 2.3 amendments on aveviigeach amendment requiring
an average of 6.9 changes to the protocol and causing substantial unanticipated costs ar@ndelays
third of all amendments are related to protocol description and patient eligibility criteria; other change
categories inclde dosage/administration, statistical methods, and trial objecth@ess all phases, 43
percent of amendments occur before any patients are enrolled, with amendments more likely to occur in
Phase 1 The median time to resolve a protocol problem isi&gs (65 days multiplied by 2.3
amendments equdigur to five months of lost timejGetz, et al., 2011; Tufts CSDD, 2011)

According to theCSDDstudy, it cost an average $153,9320 implement each individual
protocol amendmentThis total is comprised of the following direct costs associated with implementation
of an amendment: increased study grants/site fees ($265,281); contract change orders to existing contracts
($109,523); new contracts with provider§9$444); additional drug supply ($5,300); and IRB fees
($4,384) It doesnotinclude the cost of internal time dedicated to implementing each amendment, costs
or fees associated with protocol language translation, and costs associated with resubntiigsionaio
authority, nor were any indirect costs (e.g., of development or commercialization delays) estinisted
also important to note that cost data were only available for 20 of the amendments in the sample;
therefore, these cost estimates araligy pr one t o bias and (Gsthetall d be v
2011)

The most common causes of amendments were found to be availability of new safety information
(19.5 percent)equests from regulatory agencies teead the study (18.6 percenthanges in the study
strategy (18.4 percenprotocol design flaws (11.3 percerdhd difficulties recruiting study volunteers
(ninepercent) Less common causes include errors/inconsistsrigithe protocol (8.7 percent)

13 This study was based on datllected from seventeen midsized and large pharmaceutical and biotechnology

companies: Amgen, Astellas, AstraZeneca, Biogen ldec, Cephalon, Forest, Genentech, Genzyme, Lilly, Merck,
Millennium, Otuska, Pfizer, Roche, ScherRtpugh, Sepracor, and Takedzata from 3,410 protocols were

collected across various therapeutic areas, yielding information on 3,596 amendments containing 19,345 total
protocol modi fications. The study defines amendments a:
followed by approval from the IRB, ERB, or regulatory authority. Only implemented amenéntkatss,

amendments approved both internally and by the ethics coménitee r € count ed and analyzed i
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availablity of new data (7.1 percentpvestigata/site feedback (4.5 percenthanges in thetandard of

care (1.9 percentand manufacturing changemgépercent) In general, protocols with longer treatment
durations had a higher incidence of aith@ents Among therapeutic areas, cardiovascular and
gastrointestinal protocols had the highest incidence of amendments and changes per arf@etment
al.,2011) One of t he &dnnethBGézbelievagirotoalrasiendments will continue to be
prevalent, as the mean number of amendments was found to be positively and significantly correlated
with the increasing number of procedures per protocol, study length, and number of investigative sites
involved in ech clinical trial(Tufts CSDD, 2011)

When asked about protocol amendments, many representatives from smaller drug companies
indicated that they regarded them as fAj uswitha cost
the territory. o Large companies, by coimdwnast, see
protocol amendment cosaad set goals to lessen their frequenOye large company representative
confirmed that the Tufts study estimatebdb3932per amendmer(bn averagels accurate or possibly
even conservative because it does not include all associated&osta | ysi s of that compai
protocol amendments found that roughly had f coul d
Aunavoidable. d Another | arge company representat.i
to $1 million (including implementation costs), depending on what is involved, as some changes require
costly new training or equipment, or add a whole aem to the study and are therefore more expensive.

Failure to Integrate Study Design with Clinical Practice Flow

Industry sponsors generally do not involve site investigators in the protocol design prgeass
result, the required procedures outlimedhe protocol might not be easy to smoothly integrate into
clinical practice at the sit¢&ramer, Smith, & Califf, 2012) A CRO representative interviewed provided
examples: for instance, a protocol could require thegmatic resonance imaging (MRI) and a series of
neurocognitive tests be performed within three days of each other at a site that does not have sufficient
access to an MRI machine; or, a protocol might require a series of labs that are highly specthlized an
cannot be done by the sitelinuse Better planning and conferring with site investigators during the
protocol design phase can help trials to avoid hitting foreseeable logistical snags such as these.

4.6.3 Data and Site Monitoring

Data and site monitoringpsts are another key barrier that is largely-isgffosed by sponsarsgn
general, industrgponsored trials are monitored by individuals who visit sites at intervals defined by their
company standard operating procedure (SOP) or sipegific monitoriig plan The pharmaceutical
industry estimates that monitoring can account for 15 to 30 percent of total triaglagis Nolan,
Woodcock, & Estabrook, 1999jt is common practice in the industry to conduct site visitgueatly
(every 48 weeks), and source data verificat{@DV)d the process of ensuring that the reported trial data
are complete and consistent with study subject source récomfsumesquite a bit of time during these
visits (Usher, 2010; Tantsyura, et al., 2010)

One particularly costly practice is 100 percent STADA regulations do not require study

monitors to check every single source data point at every investigative site, but risk aversion and a
conservativenterpretation of the regulations has resulted in 100 percent SDV becoming the industry
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standardKorieth, 2011) Seeking to avoid negative outcomes of rigorous site inspection audits (which
could threaten drug approval), sigors have voluntarily borne the extremely high costs of 100 percent
SDV by onsite monitors in multicenter tria(&ramer, Smith, & Califf, 2012) Eighty-two percent of
pharmaceutical industry sponsors reported alwayif/irey CRF data against source daBy contrast,

only half of academic/governmentoperative organizations reported always doinfMmrrison, et al.,

2011) A 2008 study found that, on average, SDV consumegtorceofc o mpani es® entir e
budget(Getz K. A., 2011a) Because the cost 8DV depends on the size of the study and the

complexity of the protocol, the overall trend toward larger, more complex studies is making it

increasingly expensive and logistically difficult to check every data point at eve(iKsiteth, 2011)

Despite its high cost, there is no evidence to suggest that 100 percent SDV significantly improves
data quality or likehood of drug approvdKramer, Smith, & Califf, 2012) There are a number of
possible explanations for thigirst, resources are often expended to verify data that is largely or
completely irrelevant to study outcomesch as vital signs or other health information that is not central
to the study Second, it is not likely that drugs will fail to get approval becau&D¥ issues; there are
much more critical areas of concern, such as protocol violatibimisd, 100percent SDV does not even
ensure 100 percent accuracy; for a human manually looking for errors, the error rate is 15 percent
(meaning the process is only 85 percent accufita)eth, 2011; Society for Clinical Datadragement,
2005) Fourth, this approach may lead to the detection of some types of errors (e.g., transcription
mistakes), but it does not prevent other data integrity problems (e.g., transcription errors within the source
document itself, fraud, migporting of data by the study participa¢Eantsyura, et al., 2010)

Given its enormous costs and the lack of evidence supporting the value of 100 percent SDV,
some industry representatives recommend a shift to partigkdsased monitoring approaches; however,
there are key barriers that must first be overcoftee pervasive ristaversion in the industry is perhaps
the biggest obstacle to the adoption of more efficient monitoring praclitese are not yet well
estdlished processes or controls for partial or-bslsed monitoring, and drug companies are hesitant to
change their practices without FDA guidance on what is acceptatmn though-DA has released draft
guidance (in August 2011) on ridlased monitoringpproachegU.S. Food and Drug Administration,
2011c) it is likely that some companies will still continue doing what they have done traditionally
because it lmproven successful in the paSthere are also practical hled; the most commonly used
EDC and electronic clinical trial systems were designed to support 100 percent SDV, so technology

vendors must change their systems so that they permit partial SDV before such approaches can be widely

adopted by industrgKorieth, 2011)

If these barriers can be overcome, the savings for drug sponsors would be end20u8é
study published in the Drug Information Journal found that sponsors could save up to 23.5 percent on
Phase 3 oncology studgsts by cutting SDV to 50 percent and reducing monitoring frequency
accordingly from 6to 10week period¢Tantsyura, et al., 2010)The Phase 2 savings are estimated at
16.7 percentFor a cardiology study, the Phase 2 and Phase 3 savings are estinidt&dpercent and
14.3 percent, respectivelyrhese cost reductions are a function of reducegbpge review time and
reduced number of site visits by monitors, which mean fewer hours spent by monisttes amd reduced

Pr

travel expenseffantsyura, etal.,,2010fiThe potenti al savings are appr o
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dollarsintheJ.S.al one, 0 said Vadim Tantsyura, the studyoés
for Infinity Pharmaceutical@orieth, 2011)

It is also worth noting that several sponsors have yet to make the transition frorbgegebr
studies to use dDCtechnologiesThough EDC has been gaining ground,
us es E D<inaocoraws) as of 2007, EDC was used in approximately 50 percent of new trials
(Neuer, Warnock, & Slezinger, 201@nd the issues surrounding reliance on paper records were still
being raised in the April 2012 FDA heariog modernizing clinical trialsMoving away from paper
results in reduced paper handling costs and allows for fet@emenitoring visits and easier query
resolution(Neuer, Warnock, & Slezinger, 2010} also eliminatesnefficiencies arising from
transcription of data from paper to electronic forifthS. Food and Drug Administration, 201Z)hough
the longetterm cost and time savings that are achievable through adoption of EDC aretmlpitaup
front cost of the EDC system is a key barrier for companies (especially smaller companies) considering
the switch(Neuer, Warnock, & Slezinger, 2010)

4.6.4 Serious Adverse Events (SAEs) Reporting for Investigation&lew Drugs and Biologics
(INDs) (21 CFR 312)

Legal advisors have traditionally encouraged sponsors to be nonselective in their reporting of
unexpectedAEsto avoid any suspicion among regulators that they were withholding information (at
least prior to Mach 2011, when a new drug safety reporting regulation was implemdékra)er,

Smith, & Califf, 2012) In situations where drug sponsors are uncertain as to which events must be
reported, they are inclined to err on theesof overreporting rather than undegporting Possible areas

of ambiguity or excess burden related to the safety reporting regulations themselves are discussed in
Section4.5.

4.7 DISCONNECT BETWEEN CLINICAL RESEARCH AND MEDICAL CARE

Janet Woodcock, director of CDERJentified the separation between clinical research and
clinical practice in the United States as one of the most serious problems with thedimicahtresearch
enterprisg English, Lebovitz, & Giffin, 201Q) The problem is a muHiaceted one that also serves to
reinforce many of the barriers discussed in other sections, such as shortages of investigatorstand patien
high costs, and lengthy timelines.

One aspect of this problem is the lack of involvement of community physicians in the clinical
research proceggnglish, Lebovitz, & Giffin, 201Q) Most U.S. health systems and clinicalgztice sites
do not include research as part of their misgiknamer, Smith, & Califf, 2012)thus, there are fewer
physician referrals of patients to clinical research studies and fewer investigators available to conduct the
research than there might be otherwihis also means that research findings are less likely to be
adopted by such physans in their regular practi¢€nglish, Lebovitz, & Giffin, 201Q) Many health
care professionals do not receive training in research mefBodeam, Califf, Gallin, & Lauer, 2011)
and have diftulty understanding research results and therefore applying(kramer, Smith, & Califf,
2012)(discussed in greater detail$®ction4.8).
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Apart from issues of mission and training, there exist some disincentives for clinicians to
participate in researclirheU.S.system is one that eourages physicians to focas efficiency and
profitability, anddiscourageslinical researcHior beingrisky, time-consuming, and costlKramer,
Smith, & Califf, 2012) Furthermorealthough participation in pharmaceutical industponsored
clinical trials can be an attractive way for physisiam supplement their incoméashar, Miller, Getz, &
Powe, 2004)there is a great deal of scrutiny of doctors who work with pharmaceutical companies, due in
part to media attention to conflict of interest casésy giftsorot her Afr eebi eso doctor
drug companies must be reported according to the Physician Payment Sunshine provision under the
Patient Protection and Affordable Care Act, and several states have additional rules governing physician
industry relatios (Milne C. , 2012) While these safeguards against conflicts of interest are important,
they have the unfortunate side effect of contributing to what some industry representatives described as a
prevailing attitude of susgon toward physician involvement in indussponsored clinical research
Such an atmosphere can dampen the appeal of the financial incentives provided by pharmaceutical
companies and discourage physicians from participating in.trials

The separatiobetween clinical research and clinical care in the United States also produces data
collection inefficiencies, as some of the data that are routinely collected in the course of clinical trials
overlap with data collected for the purposes of clinical.chregration of clinical care and clinical
research datasets would eliminate redundancies in data collection, help researchers to identify potential
study participants, and offer other efficiency gaib®wever, at present, such integration is hindered by
the lack of standard nomenclature and blend of incompatible paper and electronic data collection systems
used in clinical care/billing and clinical reseatglnamer, Smith, & Califf, 2012; Califf & Muhlbaier,

2003)

4.8 BARRIERS AT ACADEMIC INSTITUTIONS

There are cases in which drug sponsors might find it appealing or necessary to use academic
institutions as trial sitesFor instance, sponsors might seek to employ key opinion leaders who are
affiliated with a paticular institution, or they may be studying a very specialized disease area for which
patients can only be found in sufficient numbers at certain universities, medical schools, or other
academic sitesDespite these benefjimany aspects of academictiigions are not conducive to
efficient and successful clinical research.

Academic institutions have a reputation for taking their ethical and regulatory oversight
responsibilities to extremes and creating bureaucratic entanglements that add mdimticalttrial
timelines(Kramer, Smith, & Califf, 2012; Dilts & Sandler, 2006A recent study found that the number
of steps necessary to open a clinical trial at academic centers was over 110, in conwastthafe60
steps at nocademic centersThe number of approval signatures needed ranged from 11 to 27,
compared to a maximum of 11 at racademic centef®ilts & Sandler, 2006) For multisite trials,
sponsors and CROsust negotiate contracts individually with each participating institution, and, in a
study of 218 trials at academic institutions, the mean time taken for grants and contracts approval was 100
days (which is even longer than IRB review takes, at 69 ¢Kyaner, Smith, & Califf, 2012; Dilts &

Sandler, 2006)
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Though it does not take up as much time as the grants and contract approval process, obtaining
ethical approval is another source of frustration for drug spervsorking with academic institution#\s
discussed irsectiond.5, use of central IRBs can greatly improve the efficiency of this process; however,
academic ingtutions are often unwilling to defer to these central IRB#hile one pharmaceutical
company representative was optimistic that this reluctance was beginning to fade for the sake of staying
competitive with other sites, there are other factors that rbghifficult to overcome For one thing,
academic institutions have already invested in developing their own internal IRBs (as well as the
electronic systems required for protocol submissions to those IRBS), so officials at those institutions will
likely be hesitant to let those investments go to waste and lose financial support to a cerfifahiRs
& Schulman, 2011) Another interviewee explained that academic institutions are concerned about
relinquishing their rggonsibility without also being relieved of some of their liability.

Aside from the regulatory and administrative roadblocks, many academic medical centers
undervalue or fail to provide incentives for clinical researthere is a perception that clinigalsearch is
less intellectually rigorous than basic reseafdloreover, many academic institutions do not inculcate in
their students, trainees, and faculty a sense of professional obligation to generate new medical knowledge
as part of clinical practiceAs a result, faculty engaged in clinical research struggle for resources in the
academic setting and face special challenges in achieving academic promotion and3terlarets
observing their struggle are less likely to choose the clinical reseasdr path(Kramer, Smith, &
Califf, 2012)

A related issue is the failure of academic medical curricula at the graduate and undergraduate
levelsto encouragéundamental principles of clinical researdBven trainingdesigned for investigators
neglects research principles in favor of an emphasis on strict compliance with standard operating
proceduregKramer, Smith, & Califf, 2012) Those studying to be physicians are not adequataheu
in advanced statistical methods to interpret clinical trial results (even at the level at which they are
reported in medical journals), impairing their ability to use such results to inform their clinical care and
practice evidencbased medicineKramer, Smith, & Califf, 2012; Horton & Switzer, 20055or
example, in a survey of 367 residents from 11 programs, only 37.4 percent knew how to interpret an
adjusted odds ratio from a multivariate regression armleventyfive percent of survey respondents
said they did not understand all the statistics they saw in journal articles, but the vast majority felt it was
important to be familiar with the concepts in order to understand the lite(iramaer, Smith, & Califf,
2012; Windish, Huot, & Green, 20Q7)

4.9 BARRIERS RELATED TO THE GLOBALIZATION OF CLINICAL RESEARCH

Another significant barrier to conducting clinical trials in the United States is competition from
sites n other countries; indeed, the clinical research footprint is shifting over§eashumber of active,
FDA-regulated investigators based outside the United States has grown by 15 percent each year since
2002, while the number of U-Based investigatorsahk fallen by 5.5 percent annuallyetz K. A., 2007)

A recent study of industrgponsored Phase 3 clinical trials for the 20 largesthhSed pharmaceutical
companies found that approximately one third of the trim$amg conducted entirely outside the United
States and that over half of all study sites are located in other couftnesiumber of notJ.S.
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countries being used as trial sites more than doubled between 1995 and 2005, while the proportion of
trials conducted in the United States and Western Europe decié&dlgganan, et al., 2009)

There are a number of factors driving this geographical dhiifst, significant cost savings are
possible, particularly in developing cdtias(Bailey, Cruickshank, & Sharma; Glickman, et al., 2009)
One pharmaceutical company representative reported thatiategademic medical center in India
charges around $1,500 to $2,000 per case report, \ghiess than a tenth of the cost at a sedard
center in the United StatéSlickman, et al., 2009)Human labor accounts for much of the cost of
clinical research, and salaries for physicians, nurses, and study cooglinateveloping countries are
lower than they are in the United States and otherihighme countrie§World Health Organization,
2006) Payment to clinical trial sites is also lower elsewhere than it is in the United Stad U.S.
based clinical trials are not as cesfective (in terms of cost per patient visit) as trials based in other
countrieg English, Lebovitz, & Giffin, 201Q)

Second, shorter timelines, due largely to fasteruitment, are also possible outside the United
States Countries such as China, India, and Russia have large potential patient pools that can help
accelerate the otherwise timensuming recruitment procedailey, Cruckshank, & Sharma; Glickman,
et al., 2009) One industry representative said participants could be found in India in approximately half
the time it takes to recruit in the WéBtai, 2005) For some diseases, such adama, sufficient numbers
of patients can only be found in other count(i@axoSmithKline, 2011) Ultimately, U.S.investigators
enroll only twathirds as many patients as investigators elsew{igrgish, Lebovitz, & Giffin, 2010)

Third, conducting trials in other countries allows drug sponsors to access more commercial
markets for the drug they are testirigcreasingly, foreign regulatory agencies are demanding that drugs
be tested on theimm populations before they will allow the drug to be registered in their country; thus,
sponsors conduct trials in those countries to fulfill those dem@&@utenidt, 2001)

Fourth, conduct standards and intellectual properteption have improved in foreign countries,
making these sites more attractive than they have been in thedgasy driver of this improvement has
been the widespread adoption of the ICH Technical Requirements for Registration of Pharmaceuticals for
Human Use Good Clinical Practice (IGBICP) guideline¢Bailey, Cruickshank, & Sharma; Glickman, et
al., 2009; Schmidt, 2001; International Conference on Harmonisation of Technical Requirements for
Regigration of Pharmaceuticals for Human Use (ICH), 199)e ICHGCP guidelines establish a set of
universal principles to which all clinical trials should adhere, including requirements to follow ethical
standards, ensure scientific soundnpesserve the rights and safety of trial subjects, and maintain
confidentiality of records, among othéksamer, Smith, & Califf, 2012)

Fifth, the regulatory environment in wealthy countries, including the United Statebebome
increasingly burdensome to drug spong@tckman, et al., 2009)More detailed discussion of
regulatory barriers can be foundSectior4.5.

Given the factors listed above, it is easy to understand why drug sponsors might decide to shift

part or all of their clinical research operations oversélmvever, in doing so, they create a new set of
potential scientific, ethicaBnd practical problemd=rom the standpoint @f.S.clinical care, there is
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concern that results from trials conducted in other countries may not be generalizablé. & the

population Indicators of standards of care for a particular site or countey afre not reported, so it is
difficult to tell whether different places are really compard@liickman, et al., 2009)Furthermore,

some diseases may go untreated or undertreated in developing countries, making itfeabigiato
participants whose outcomes will not be complicated by prior medicatiunsh patient populations are

not representative of the types of people who would be using the drug in higher income countries, more
specifically, patients for whomprevious treatments have fail@@dlickman, et al., 2009)Finally,
geographically dispersed populations may have genetic differences that cause them to respond differently
to drugs Thus, aU.S.patient might have a differergaction to a drug compared to a patient from Asia

or Eastern Europe, for exampl&hese genetic differences are often not accounted for in study design or
reporting of result¢Glickman, et al., 2009)

Aside from the scierfic concerns, conducting trials in other countries can also be ethically
challenging This is especially true in developing countries, where research involving human subjects is
complicated by factors such as lack of education, poverty, and low he&tstaadardsParticipants
may not fully understand the trial process or their role, or they may feel compelled to participate by the
promise of financial compensation or access to health care that might otherwise be outside their reach
(Glickman, et al., 2009)Beyond the generalizability concerns discussed above, it is also ethically
guestionable to conduct trials in places that are not intended to be major markets for the drug being
studied(Glickman,et al., 2009) Lastly, there is a lack of transparency with regard to clinical research in
many developing countried he International Committee of Medical Journal Editors created the
AUni form Requirements f or Mauwnals: @rtingmhdEditBgformi t t e d
Bi omedi c al (IffembtibnalCanimitteerofdMedical Journal Editors, 20b0} investigators in
developing countries tend to be less welised in these guidelines and legperienced, which can be a
barrier to obtaining trial data and publishing res(@ickman, et al., 2009)

Practically speaking, conducting trials at multiple sites across different countries magnifies the
barriers associataglith multicenter trials, including lack of harmonization among regulations across
multiple jurisdictions and difficulties in enforcing consistency in protocol across multiple trial sites
Further discussion of these types of barriers can be found pneti®us sections.
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5 ANALYSIS OF BARRIERS TO CLINICAL TRIALS

Using information gathered in the literature searches and drug sponsor intevweéaleseloped
a list of potential approaches to reducing or eliminating many of the barriers didalss/e This list of
strategies to mitigate barrgewas then further refindshsed on discussions with the working grotp
order to select a set of barriers/alternatives to analyze, the working group considered whether each
proposedstrategy could & alleviated by policies, whether the appropriate policies could be implemented
or encouragelly FDA, and whether there was evidence in the literature that could be used to quantify the
potentialimpacts of those policies on clinical trial cosBased orthese criteriaywe selectedhe
following barrier mitgation strategie®r analysis:

Use of electronic health records (EHR)

Looser trial enrollment restrictions

> > >

Simplified clinical trial protocols and reduced amendments

Reduced source data verificatid®V)

> >

Wider use of mobile technologies, including electronic data capture (EDC)
Use of lowercost facilities or ahome testing

Priority ReviewPriority Reviewvouchers

> > >

Improvements in FDA review process efficiency and more frequent and timely interactions
with FDA

In the context of the clinical trials decisiomaking framework described above, the barriers can
be thought ofisthose factors that contribute to the cost of each event node and/or those that affect the
probability of successAll of the barriers discussed previously ultimately increase the total cost of
clinical trials, thus reducing treNPV of drug development from the point of view of the drug sponsor
In the clinical trials cost model, implementation of policies to altevillese barrielis captured in the
form of reduced clinical trial costs, reduced duration, or changes to other relevant paraviitténsthe
model interface, users have the option to selretor more approaches from the ablisteto see the
impacton expected trial costgn general, if the multiple strategies selected impact the same cost
parameters, the effects are assumed to be additive, meaning that the associated percentageareductions
summed and then applied to the default valdg®e indvidual barrier mitigation strategies and their
impacts on model parameters are discussed in further detail.below

Our estimates of the impacts of each approach are based on data available in the published
literature and may therefore omit certain otingpacts where data do not exish the detailed
descriptions of each strategy belfliable3), we discuss the impacts on model parameters that we were
able to quarity using published estimates and also list any other parameters that are likely to be impacted
but for which we do not have a basis to estimaterthgnitude oeffect Given these data limitations, it
is therefore necessary to note that the impactadai strategy on clinical trial costs are likely to be
underestimates.
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Table 3: Barrier Mitigation Measures and Associated Modeling Approach for Analysis

Barrier Mitigation Measures

Approach to Modeling

Notes/Sources

Encourage moreidespread use

for clinical research purposes

of electronic health records (EHI . . )
A Number of Patients (per siteReduced b

A

Patient Recruitment Costs (per patient)
Reduced by 35.9%

12.3%

Notes: Adoption rate of 16% in
2009 has been used to adjust
percentages/effects reported i
theliterature.

Source U.S. Department of
Health & Human Services, 201
Deloitte, 2009.

Encourage sponsors to carefully
consider their trial enroliment
restrictions

Patient Recruitment Costs (per patient)
Reduced by 21%

Source: Getz, 2008.

Encourage sponsors to simplify
clinical trial protocols and plan
carefully to avoid costly
amendments, whenever possibl
ensure that they have a clear
understanding of what is require
by FDA and what is superfluous

Data Collection,Management and
Analysis Costs (per studyReduced by
22.5%

Number of IRB Amendments (per study
Reduced by 33%

Clinical Procedure Total (per patient):
Reduced by 22.3%

Source Tufts, 2012:Getz,
2010k Getz, 2008.

Engage sponsors in discussiong
thetopic of data and site
monitoringto ensure that they ar
aware otthe FDA guidance statin
that 100% source data verificati
is not required

SDV Cost (per data field)Reduced by
11.6% and 14.3% in Phases 2 and 3,
respectively, for cardiology, and 16.7%
and 23.5%, respectively, for oncology
For other therapeutic areas, simple
averages (14.2% and 18.9%) are used
SDV costs will not be reduced for Phas
1 and 4 Using 100% SDV rates from
Medidata, we adjust these impacts
depending on how prevalent 10BbYV is
by phase and therapeutic area.

Notes: Adoption rates by phas
and therapeutic area used to
adjust effects Sources:
Tantsyura, et al., 2010;
Medidata.

Encourage sponsors to make wi
use of mobile technologies,
centrally available data tvaluate
site performance, electronic dati
capture (EDC), and other
efficiencyimproving options

Phase Time (in years)Reduced by 17.6¢
in Phases 1, 2, 3, and 4.

Number of Site Management Months,
Number of Project Management Months
Number of Site Monitoing Days:
Reduced by the same percentage as P}
Time (in years)

Notes: Adoption rate of 50% in
20072008 has been used to
adjust the percentages/effects
reported in the literature.
Source: Neuer, Warnock, &
Slezinger, 2010.

Encourage sponsors to utilize
lower-cost facilities (such as loca
clinics and pharmacies) or-at
home testing for data collection
purposes whenever possible

Phase Time (in years)Portion of trial
time atributed to enrollment (assumed
be one year each for Phases 1, 2, and
redwed by 67%

Number of Site Management Months,
Number of Project Management Month
Number of Site Monitoring Days:
Reduced by the same percentage as P}
Time (in years)

Source: Shapiro, 2008; Marks
Power, 2002.

neglected disease a
review vouched

Apri

Grant developers of treatments | . ) ) )
A Phase Time (in years)Review phase

reduced to 0.5 years (6 months)

Source: Ridley, Grabowski, &
Moe, 2006.
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Barrier Mitigation Measures Approach to Modeling Notes/Sources

Conduct internal reviews of
efficiency within the FDA and

make improvements where A Phase Time (in years)Review phase  |sourceU.S.Food and Drug

possible (alsengage in more reduced to 0.833 years (10 months inistrati
frequent and timely interactions y ( ) |Administration, 2012c.

with industry)

5.1 USE OFELECTRONIC HEALTH RECORDS (EHR)

In the context of clinicalesearch, electronic health records (EHR) can help physicians to quickly
locate patients that meet the inclusion/exclusion criteria for participation in trials and thereby make it
easier for them to generate referrals and enrolimétds example, one EHBased approach that has
been utilized is a clinical trial alert (CTA) system, which is designed to notify physicians of ongoing trials
and their patientsdé potential eligibility. (if pat
One stug found that the CTA intervention at The Cleveland Clinic in Cleveland,,@bidributed to a
10f ol d increase in physiciansd r ef @@&mhathl, 2086} e and a

To translate these ragtment benefits to impacts on parameters in our trial cost estimation
model, we consulted a 2009 report produced by Deloitte on secondary uses of EHR data in life sciences,
which includes an illustrative example of the potential benefits of integratifyviatth drug
development According to the report, use of EHR data and patient alerts reduces the attrition rate by 50
percentDeloitte, 2009) which would reduce the number of patients that must be initially recruited
the example, 2,000 patients are enrolled in anticipation of a 25 percent attritiomhat&rget number
of patients is therefore 1,500 the attrition rate is reduced by 50 percent (to 12.5 percgmt))soronly
need to enroll,714patients to end uwith the same number of patients (1,568)the trial This
amounts to a 14.3 percent reduction in the number of patients that must be enrolled (relative to 2,000).

Additionally, the 2009 Deloitte report cited previous studies ingtigghat EHR can drive a 28
percent increase in eligible patient identification and a doubling of monthly patient enrollmeniVates
translated these figures to a reduction in patient recruitment costs of roughly 30 to 50 percent and settled
on a midpait of 40 percentWhile it is also possible that EHR could impact patient retention and
associated pgratient costs, it was not clear from the literature bo@might adjust those costs (aside
from reducing the number of patients by which they wereiptied). Depending on how EHR is used, it
may also contribute to lower data collection costs, but these effects ayetalsmuantifiable

As EHR is already used to some degree in clinical research, it is necessary to adjust our estimated
impacts by thappropriate rate of adoptiomn other words, the cost data we have from Medidata already
reflect the fact that some use of EHR is already taking place; therefore, the average percentage reduction
in costs resulting from wider use of EHR will not be aghlas it would be if it were not yet being used at
all. According to a figure reported by HHS in a news release, the EHR adoption rate was 35 percent in
2011, up from 16 percent in 2009 (hospital settiligsy. Department of Hethl & Human Services,

2012) As our data from Medidata spans the period between 2004 and 2012, we chose to use the 16
percent adoption rate from 2009 to adjust our estimates because it is closer to the midpoint of the time
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period covered by our datactherefore more likely tapproximateghe average adoption rate across all
trials observed for our cost modéfiaving made this adjustment, we arrive at a 12.3 percent reduction in
the number of patients that must be enrolled and a 35.9 percent radugiaiient recruitment costs (per
patient).

Table4 below provides estimates of expected reductions irsfugely costs by phase and overall
due to EHR adoption in clinical research across the different therapeutic areas

Table 4: Projected Impacts of EHRUseon Clinical Trial Costs (in $ Millions and in Percentagey
by Therapeutic Area and Phasda]

Therapeutic Area Phase 1 Phase 2 Phase 3 Phase 4

$ % $ % $ % $ %
Anti-Infective -$0.3517 -8.27% -$0.584] -4.11% -$1.416] -6.21% -$0.8037 -7.319
Cardiovasalar -$0.125]1 -5.78% -$0.386€ -5.519% -$1.8534 -7.35% -$0.725¢ -2.619
Central Nervous System | -$0.2657 -6.78% -$1.142§ -8.24%| -$1.6784 -8.72%| -$0.748( -5.299
Dermatology -$0.094( -5.25% -$0.407( -4.59% -$0.7127 -6.229% -$1.204% -4.779
Endocrine -$0.058¢ -4.09% -$0.691( -5.73% -$0.9989 -5.89% -$1.328] -4.979
Gastrointestinal -$0.115]1 -4.81% -$1.0225 -6.469 -$1.27064 -8.78% -$0.8899 -4.089
Genitourinary System -$0.1984 -6.43% -$0.8104 -5.55% -$1.148§ -6.55% -$0.266€ -3.929
Hematology -$0.0244 -1.43% -$0.6043 -3.09% -$0.4647 -3.09% -$0.852] -3.169
Immunomodaulation -$0.447¢ -6.82% -$1.0503 -6.57% -$0.634§ -5.349% -$1.216( -6.149
Oncology -$0.302¢ -6.74% -$0.682§ -6.08% -$1.1523 -5.21% -$2.8867 -7.43%
Ophthalmology -$0.4607 -8.62%| -$0.9634 -6.98% -$2.250] -7.329% -$0.9463 -5.399
Pain and Anesthesia -$0.0565 -3.97% -$0.916€ -5.409% -$2.5284 -4.78% -$1.552¢ -4.839
Respiratory System -$0.3139 -6.06% -$0.7087 -5.829%] -$1.233§ -5.349%] -$4.681§ -6.429

[a] The numbers in bold represent the highest savingdollars and in percentagesthin that phaselNote that
sometimes the highest dollar reduction does not necessarily correspond to the highest reduction in percen

In Phase 1 studies, cost savingse tluEHR adoption are highest for ophthalmology ($0.5
million, representing 8.6 percent of study §o§tost savings range from $Qwillion (cardiovascular and
dermatology) to as high as $1rillion (central nervous systeend immunomodulatigrin Phase
studies According to our model, the largest savings in costs from EHR adoption are achievable in Phase
3 studies with rangdsom $0.5million (hematology) to $2 million (pain and anesthesiagimilarly,
Phase 4 study savings cdude as high as $Amillion (respiratory systenjueto EHR implementation.

5.2 RELAXING TRIAL ENROLLMENT RES TRICTIONS

This approach involves encouraging drug sponsors to relax the strict trial enrollment restrictions
in the interests of facilitating the patient recruitment process, which, as explaBectiond.6 above, is
a significant barrier to beginning and completing clinical tridle quantify the impact of this strategy,
we used data reported in a 2008 articlek®nneth Getzwhichf o u n d [e]brdilraent rafies for
volunteers who met the rising number of protocol eligibility criteria dropped from 75 percent to 59
percent between the 19902 and 20032006 time periods [...]Patient enrollment cycle times
increased for protocolsconcc t ed i n t he (GetztKiAeg2008) i me peri odo

For the purposes of modeling this approaehassumed that looser trial enrollment restrictions

would result in a return to the higher enrollment rates seen in the period from 1999 to 2002, a 27.1 percent
increase from the rates in the more recent period (which would more accurately rapeesettiata
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from Medidata for the 2004 @012period. As enrollment rate is not a parameter in our cost model, we
translate this increase in enrollment rates number to a 27.1 pdeneeaisen recruitment costs per
patient.Table5 summarizes expected cost savings from relaxing trial enroliment restrictions per study

Table 5: Projected Impacts of Relaxing Trial Enrollment Restrictions on Clinical Trial Costs (n $
Millions and in Percentage$, by Therapeutic Area and Phaséa]

Therapeutic Area Phase 1 Phase 2 Phase 3 Phase 4
$ % $ % $ % $ %

Anti-Infective -$0.031( -0.73% -$0.040§ -0.29% -$0.0907 -0.40% -$0.0809 -0.749
Cardiovascular -$0.008( -0.37% -$0.0345 -0.49% -$0.1274 -0.51% -$0.0679 -0.249
Central Nervous System| -$0.0339 -0.87%| -$0.131§ -0.95% -$0.1884 -0.98% -$0.1194 -0.859
Dermatology -$0.004] -0.23% -$0.0444 -0.50% -$0.0669 -0.58% -$0.0813 -0.329
Endocrine -$0.0089 -0.62% -$0.0884 -0.73% -$0.152§ -0.90% -$0.1811 -0.689
Gastrointestinal -$0.007] -0.309% -$0.127( -0.80% -$0.0783 -0.54% -$0.0555 -0.259
Genitourinary System -$0.01937 -0.63% -$0.1063 -0.73% -$0.24264 -1.38%| -$0.0484 -0.719
Hematology -$0.003¢ -0.219% -$0.0747 -0.38% -$0.0689 -0.46% -$0.1833 -0.689
Immunomodaulation -$0.0327 -0.509% -$0.0639 -0.40% -$0.078( -0.66% -$0.1765 -0.899
Oncology -$0.019] -0.43% -$0.0347 -0.31% -$0.051§ -0.23% -$0.370] -0.959
Ophthalmology -$0.0037 -0.06% -$0.0329 -0.24% -$0.0404 -0.13% -$0.128] -0.739
Pain and Anesthesia -$0.0059 -0.399% -$0.2049 -1.21%| -$0.4113 -0.78% -$0.3443 -1.07%
Respiratory System -$0.020¢ -0.40% -$0.040] -0.33% -$0.1014 -0.44% -$0.549( -0.759

[a] The numbers in bold represent the highsastings in dollars and in percentages within that phase. Note the
sometimes the highest dollar reduction does not necessarily correspond to the highest reduction in percen

Expected savings across most therapeutic areas and phases is ieitioé $0cD to $0.1 million.
In Phases 2 and 3, the savings for pain and anesthesia studies, however, could be as high as $0.2 million
and $0.4 million per study representing around 1 percent of study costs, respectively. In Phase 4, largest
savings couldbe realized for respiratory system ($0.5 million) and oncology ($0.4 million) studies.

5.3 SIMPLIFIED CLINICAL TRIAL PROTOCOLS AND REDUCED AMENDMENTS

This strategy is meant to address the costs associated with collection of unnecessary data and
implementing &oidable protocol amendmentEliminating these inefficiencies has the potential to
reduce the magnitude of several cost parameters represented in our Asodescribed in Sectioh6.2
above, drug sponsors estimate that approximately 15 to 30 percent of all clinical data collected is never
used inNew Drug Application DA) submissions, according to a 2010 article by Kem@xtz of Tufts
CSDD(Getz K. A., 2010h) Therefore, to model the data collection savings that would result from
streamlining trial protocols, we reduced data collection, management and analysis costs (per study) by
22.5percent in all phases (the midpoint of 15 and 30 percent).

If protocols are simplified, fewer clinical procedures will need to be performed yielding an
additional source of saving#\ccording to a recent study conducted by Tufts CSDD, 22.3 pestalit
procedures are consideredtobe-tstoreand can be ¢ on s(TultseCSEBDJ 2012 Xt r ane ou s
Based on this informatiomve also reducethe clinical procedure total (per patient) by 22.3 percent in all
phases.

To quantifythe cost savings associated with eliminating avoidable protocol amendwmwents,
referred to the recent Getz/Tufts study discussed above, which found that 33 peacesmhdmenta/ere
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favoi dridbBloeme wh at (Getz,ehl.d2dt) Ireaur interviews, we heard froomeindustry
representativéhat his compangategorizes its protocol amendments either as avoidable or unavoidable
(Aunavoidabl ed being instances of unfloagdeskeinng equ
problems of oversight, for exampldat could be minimized through better planhiagd found that the

breakdown was roughlgven across the two categorid® be conservativaye reduced the number of

IRB amendments by 33 percent in our mddsl explained isection2 above, the average numbers of

IRB amendments by phase and therapeutic area were derived from this same Tufts study).

In addition to theeffects listed above, this approach would also likely impact the number of SDV
fields (as the amount of data beirgjlected would be reduced) and registered nurse (RN)/clinical
research associate (CR&)d physician costs per patient (as the number akpures performed would
be reduced) Furthermore, simplified trial protocols might make trial participation less burdensome and
exhausting to patients, thereby making it easier and perhaps cheaper to recruit and retain patients
However, wedid not haveenough information to include these additional effects in our modeling.

Table6 presents the expected cost savings from implementation of simplified clinical trial
protocols and reduced amendmerithese range from $Omillion (hematology)o $0.6 million
(ophthalmology)n Phase 1$0.3million (hematology, antinfective, cardiovascular, and dermatology) to
$1.1million (ophthalmology)n Phase 2and from$0.2million (hematology) to $2 million
(ophthalmology)n Phase 3 At the upper end, the savings amount to 8 to 12 percent of study costs in
ophthalmology across Phase 1 through PhabeRhase 4, savings could range from $0.2 million
(genitourinary systemtp $4.2 million (respiratory system)

Table 6: Projected Impacts of Simplified Clinical Trial Protocols and Reduced Amendments on
Clinical Trial Costs (in $ Millions and in Percentage$, by Therapeutic Area and Phas¢a]

Therapeutic Area Phase 1 Phase 2 Phase 3 Phase 4

$ % $ % $ % $ %
Anti-Infective -$0.215¢ -5.08% -$0.333§ -2.35% -$0.5803 -2.54% -$0.3834 -3.49%
Cardiovascular -$0.10939 -5.05% -$0.2744 -3.92% -$0.958] -3.80% -$0.5404 -1.95%
Central Nervous System| -$0.191] -4.88% -$0.9714 -7.009q -$1.3699 -7.12% -$0.5065 -3.59%
Dermatology -$0.0807 -4.49% -$0.3365 -3.79% -$0.4947 -4.32% -$0.7424 -2.94%
Endocrine -$0.0574 -4.029% -$0.4554 -3.77% -$0.5997 -3.53% -$0.7349 -2.75%
Gastrointestinal -$0.0679 -2.819% -$0.6175 -3.90% -$0.890§ -6.15% -$0.3439 -1.58%
Genitourinary System -$0.099] -3.219% -$0.6445 -4.41% -$0.7381 -4.21% -$0.159] -2.34%
Hematology -$0.0343 -2.019% -$0.270( -1.38% -$0.2325 -1.55% -$0.398( -1.47%
Immunomodulation -$0.2994 -4.57% -$0.8474 -5.30% -$0.4767 -4.01% -$0.8047 -4.06%
Oncology -$0.2547 -5.68% -$0.582§ -5.19% -$1.061( -4.80% -$2.2447 -5.78%
Ophthalmology -$0.627¢ -11.76% -$1.0921 -7.91%| -$2.3947 -7.79%| -$0.497] -2.83%
Pain and Anesthesia -$0.047¢ -3.35% -$0.4451 -2.62% -$1.3557 -2.56% -$0.9239 -2.88%
Respiratory System -$0.356( -6.88% -$0.5321 -4.37% -$1.2704 -5.50% -$4.183( -5.74%

[a] The numbers in bold represent the highest savings in dollars and in percentages within that phase. Not
sometimes the highest dollar reduction doesnegessarily correspond to the highest reduction in percentage

5.4 REDUCED SOURCE DATA VERIFICATION (SDV)

As discussed in Sectigh6.3above, many sponsors continue to perform 100 percent source data
verification (SDV) in spite of the fact that it is not required by FDA and evidence suggesting that it is not
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efficient Thus the central idea behind this alternative is to encourage industry to reconsider this practice
and instead adopt more efficient Asised approaches.

The first step in estimating the impact of this alternative is quantifying the effect on costs of a
movement away from 100 percent SDV in an average clinical ti\& obtained this information from a
published study by Tantsyuret, al.(2010), which reported that expecitaeerall (total study cosBavings
associated with switching from 100 percent tq8@cent SDV are 11.6 percent for a typical Phase 2
cardiology study (238 subjects) and 16.7 percent for a typical Phase 2 study oncology (100 subjects), and
potential savings in typical Phase 3 cardiology and oncology trials are 14.3 percent and 26t5 perce
(1,282 subjects and 460 subjects), respectiiyntsyura, et al., 2010}-or cardiology and oncology, we
were able to use the percentages reported in this study; for the other therapeutic areas and categories in
our model, we used simple averages of the cardiology and oncology percentages (14.2 and 18.9 percent
for Phase 2 and Phase 3, respectively).

The second step in estimating the impact of reduced SDV is determining the extent to which this
practice is actually 8kin use. In addition to the itemized clinical trial cost data, Medidata proviged
with information on the rate at which sponsors report using 100 percenfdB¥chclinical trial phase
and therapeutic area combinatidn thisdata providedall partial SDV effortsarecoded asiot 100
pecent SDV By ¢ o nt r pescendin this fiéldifdi@ates that 100 percent SDV was used in every
contract in the dataset for that phase and therapeutic Boeghe sake of simplicity, we assumed that the
adoption rate of reduced SDV was equal to 100 minus the percentage reported for each phase and
therapeutic area combination; in other words, ifdaashowedhat 67 percent of contracts used 100
percent SDV, we interpreted this to mean that reduced 8&¥the adopted practice already in 33
percent of trials For combinations for which data were missing, we used the average of all other
therapeutic areas for that phase.

Using these rates of reduced SDV, we were able to adjust the likely impactsagiftiaach to
account for the fact that some reduction in SDV was already reflected in our cost data (i.e., not all trials
were still utilizing 100 percent SDV)Conservatively assumirthatthere would be no impacbn Phase
1 and Phase 4 trials, in whi@DV is less critical, we calculated the percentage reductiddBihCost
(per data field)oy phase and therapeutic area for Phases 2.alids3also possible that reductions in
SDV would result irshorter phase lengths, but we diat have enough infmation to model that change.

Table7 depicts the cost savings from reduced SDV practices per. sBabause SDV only
constitutes between 0.9 to 1.6 percent of overall study costs, the savings attributable to reduced SDV
activities are minimal, around $0.1 milli@md $0.2 million(representing around 1 percent of study costs)
in Phases 2 and 3 onlgespectively
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Table 7: Projected Impacts of Reduced Source Data Verification (SDV) on Clinical Trial Cds (in $
Millions and in Percentage$, by Therapeutic Area and Phaséa]

Therapeutic Area Phase 1 Phase 2 Phase 3 Phase 4
$ % $ % $ % $ %

Anti-Infective -$0.0789 -0.569% -$0.083¢ -0.37%

Cardiovascular -$0.0734 -1.05% -$0.1051 -0.42%

Central Nervous System -$0.1125 -0.819% -$0.1467 -0.76%

Dermatology -$0.1024 -1.15%| -$0.0753 -0.66%

Endocrine -$0.0804 -0.679% -$0.1057 -0.62%

Gastrointestinal -$0.0657 -0.429 -$0.084% -0.58%

Genitourinary System $0.0000 0.009% -$0.0997 -0.68% -$0.1269 -0.72% $0.000(  0.009

Hematology -$0.1124  -0.57% -$0.143§ -0.96%

Immunomodulation -$0.1064 -0.67% -$0.096( -0.81%

Oncology -$0.1214 -1.08% -$0.195¢ -0.89%

Ophthalmology -$0.0644 -0.479% -$0.0787 -0.26%

Pain and Anesthesia -$0.1109 -0.65% -$0.1256 -0.24%

Respiratory System -$0.0654 -0.54% -$0.0717 -0.31%

[a] The numbers in bold represent the highest savings in dollars and in percentages within that phase. Not
sometimes the highest dollar reduction doesnegessarily correspond to the highest reduction in percentage

5.5 WIDER USE OFMOBILE TECHNOLOGIES SUCH AS ELECTRONIC DATA
CAPTURE (EDC)

Electronic data capture (EDC), describe@attiond.6.3above, can streamline the patient
screening and recruitment processes and allow for central statistical mor(ikaanter & Schulman,
2011) While is it likely that adoption of EDC would impact many aspettlinical trials, including site
monitoring timelines and costs; site management and project management timelines; and data collection,
management, and analysis costs,only found informatiorin the Iterature pertaining to the impact of
EDC use on study duration and total co#t2010 paper reported that use of EDC resulted in a 30
percent decline in study durati@Neuer, Warnock, & Slezinger, 2010Another study reprted thatuse
of EDC reduced total trial costs by 9.8 peradisenstein, et al., 200&)oweverwe chose to model this
approach using impacts on itemized parameters in order to allow for greater flexibility

As with some of the barrier mitigation strategies discussed above, it is necessary to adjust the 30
percent reduction in study duration by theselineadoption rate To do this, we used an adoption rate of
S50percat report ed iBythe endeof 2603 mearly malh qf &l new Pliiase 13 studes will
be initi at @euerMainock & SdziGger, 20100gain, this 2007 adoption rate was used
instead of a more recent one because it more accurately réfleetgerage adoption rate across the entire
time period covered by the cost data from Medidataus, if we model this using the 30 percent decrease
in study duration and assume an adoption rate of 50 percent, the effect is a 17.6 percent decmbase in stu
duration in Phases 1, 2, 3, andr'dble8 presents the costs savings estimates for this barrier mitigation
strategy
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Table 8: Projected Impacts of Wider use of Mobile Technologies, such as Electronic Data Capture
(EDC), on Clinical Trial Costs (in $ Millions and in Percentage¥, by Therapeutic Area and Phase
aJ

Therapeutic Area Phase 1 Phase 2 Phase 3 Phase 4

$ % $ % $ % $ %
Anti-Infective -$0.174€¢ -4.11% -$1.493( -10.509% -$1.9244 -8.44% -$0.7727 -7.039
Cardiovascular -$0.079¢ -3.68% -$0.517§ -7.39%] -$1.5784 -6.26% -$3.6691 -13.22%
Central Nervous Systen] -$0.211§ -5.40% -$0.798§ -5.76% -$1.0103 -5.25% -$1.4165 -10.039
Dermatology -$0.0569 -3.18%] -$0.831§ -9.37% -$0.9007 -7.86% -$2.5943 -10.289
Endocrine -$0.069] -4.809%q -$1.047¢ -8.68% -$1.441( -8.50% -$2.8179 -10.569
Gastrointestinal -$0.1679 -7.00% -$1.3374 -8.459% -$0.6319 -4.36% -$2.444¢ -11.229
GenitourinarySystem -$0.1567 -5.08% -$1.3237 -9.06% -$1.6031 -9.14% -$0.732] -10.789
Hematology -$0.128( -7.50%| -$2.3964 -12.25% -$1.8621 -12.40% -$3.558( -13.189
Immunomodulation -$0.390¢ -5.96% -$1.129¢ -7.07% -$1.090§ -9.18% -$1.809¢ -9.149
Oncology -$0.235¢ -5.25% -$0.8139 -7.25% -$2.072§ -9.38% -$3.0733 -7.919
Ophthalmology -$0.183] -3.43% -$0.9419 -6.829% -$2.0617 -6.70% -$1.7859 -10.189
Pain and Anesthesia -$0.0525  -3.69% -$1.788] -10.54% -$6.0579 -11.449% -$3.7714 -11.749
Respiratory System -$0.3857 -7.44% -$1.0427 -8.56% -$2.2854 -9.90% -$6.6864 -9.179

[a] The numbers in bold represent the highest savings in dollars and in percentages within that phase. Not
sometimes the highest dollar reduction does not necessarily correspond to therbijludistn in percentage terr

Main cost savings for this strategy occur in Phase 2, 3 and 4 studies with savings ranging from
$0.5 million (cardiovascular) to $6.7 million (respiratory system). In Phase 1, the highest savings are
$0.4 million (immunomodulation and respiratory system). The savings range from $0.5 million
(cardiovascular) to $2.4 million (hematology) studies in Phase 2. In Phase 3, the highest savings that can
be expected from the adoption of mobile technologies is $6.1 m(pmin and anesthesia). Finally, the
range of savings in Phase 4 studies is $0.7 million (genitourinary system) and $6.7 million (respiratory
system).

5.6 WIDER USE OFLOWER-COST FACILITIES AND/OR AT-HOME TESTING

This approach was suggested in the courseiahterviews with drug sponsarsf FDA can
successfully encourage sponsors to utilize leggest facilities (such as local clinics and pharmacies) for
data collection purposes whenever possible, the need for costly infrastructure and overhead can be
reduced Furthermore, sponsors could conduct foHopyvisits beyond the initial trial period at local
centers to minimize travel and time costs for participants and thereby possibly improve re#&ntion
related option is conducting wdiased trials, in wich patients can participate from home using
computers and smartphones rather than traveling to trial sifeer has attempte t hi s fAcl i ni c al
b o xdéa, recruiting patients through Internet advertisemantsproviding a website that explathe
trial and allows online enrollmenll necessary materials (including the blinded study drug and a
mobile app for electronic patienéported outcomes, or PROSs) are sent to participants at home
(Silverman, 2011)

If it is more convenient for patients to fulfill trial requirements, they may be more willing to
participate in studiesTherefore, one important effect of this approach is shortened enroliment timelines
Clinical Resource Network (CRN) is a provider of seegithat allow investigative sites to have tests
conducted at a subject ds homesita @RNheportsthahthere r equi r i
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services can reduce projected enrollment times from approximately 12 months to 3 months, a reduction of
67 percen{Shapiro, 2008)

We searched for additional literature on what portion of trial time is attributed to enrollment in
order to reduce it by 67 percent for Phases 1, 2, and 3 to model this appboacstudy reportedhat at
least three years are spent on patient recruit(iatks & Power, 2002) We assume that this refers to
Phases 1 through 3 and divide it equally such that one year is attributed to recruitment in each phase
This is cansistent with the 12 months reported by CRNis year spent on recruitment, reduced by-two
thirds, becomes onhird of a year The reduction, 0.67 years, is divided by the typical length of each
phase to get a percent reduction that is specific to@zase and therapeutic area.

It is likely that phase time length is not the only parameter in our model that would be affected by
this strategy Depending on the specific characteristics of the approach chosen, there may also be impacts
on: data collecthn, management and analysis cgsétient recruitment costpatient retention costs
RN/CRA costsphysician costs, clinical procedure tot@imber ofplannedpatients per sitesite
recruitment and retention cosgite management and mitoring timeperiods and costproject
management costs and tinaglministrative staff costand number of sites per stud the user wishes
to test more clearly defined approaches of this type, he/she can enter custom values for these fields to
reflect the releviat changes.

Table9 presents the cost savings attributable to this mitigation stratdggh are fairly sizeable
especially in Phase 2 and Phasd Be savings thatould potentially be realized range from $0.1 million
(dermatology and endocrine) to $0.8 million (immunomodulation and respiratory system) in Phase 1
Phase 2, the potential savings range from $0.8 million (cardiovascular) to $4.3 million (hemakaogy)
hematology, these savings are substantial representing 22 percent of studiotitigy, savings range
from $0.9 million (gastrointestinal) to as high as $9.1 million (pain and anesthesia) in Phase 3 studies.

Table 9: Projected Impacts ofWider Use of Lower-Cost Facilities and/or Athome Testing on
Clinical Trial Costs (in $ Millions and in Percentage$, by Therapeutic Area and Phas¢a]

Therapeutic Area Phase 1 Phase 2 Phase 3 Phase 4
$ % $ % $ % $ %

Anti-Infective -$0.3693 -8.70% -$2.6539 -18.67% -$2.2717 -9.96%

Cardiovascular -$0.1687 -7.78% -$0.8485 -12.109% -$2.364]1 -9.37%

Central Nervous System| -$0.4479 -11.429% -$1.419¢ -10.23% -$1.5137 -7.86%

Dermatology -$0.1204 -6.73% -$1.4784 -16.66% -$1.349( -11.779

Endocrine -$0.146] -10.159% -$1.862] -15.43% -$2.0797 -12.279

Gastrointestinal -$0.3547 -14.819% -$2.3773 -15.019%¢ -$0.946% -6.54%

Genitourinary System -$0.3315 -10.749% -$2.352] -16.109% -$2.1357 -12.18% $0.000¢  0.009

Hematology -$0.2707 -15.85%| -$4.2597 -21.77%| -$2.0183 -13.449

Immunomodulation -$0.8267 -12.60% -$2.0079 -12.579% -$1.6334 -13.759

Oncology -$0.4987 -11.109% -$1.1189 -9.97% -$2.763( -12.509

Ophthalmology -$0.3874 -7.269% -$1.6743 -12.13% -$3.0877 -10.049

Pain andAnesthesia -$0.111( -7.80% -$3.1783 -18.73% -$9.0733 -17.14%

Respiratory System -$0.814€ -15.73% -$1.8524 -15.22% -$3.4229 -14.829

[a] The numbers in bold represent the highest savings in dollars and in percentages within that phase. Not
sometimes the highest dollar reduction does not necessarily correspond to the highest reduction in percen
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5.7 PRIORITY REVIEW/PRIORITY REVIEW VOUCHERS

The basis for this policy option comes from a paper by Ridley, Grabowski, & Moe published in
Health Affairsin 2006. The authors propose that developers of treatments for neglected diseases receive
a Apriority review vouchero to incentivize produc
criteria, the developers would be awardedaadferable voucher that entitles the holder to priority FDA
review for another drug (or perhaps multiple drugs) and other possible inc€Riidhey, Grabowski, &
Moe, 2006)

Ridley, Grabowski, & Moe (2006) estimate thata@r i ty revi ew voucher HAwo
than $300 million for a potential blockbuster drug, because it would shorten the time FDA takes to
analyze data from an aver age Gdpturiag tlgstinipaceimthemont hs t
framework of air clinical trial cost model is quite straightforward, assuming the trial being modeled is the
one for which the priority review voucher is being used; we simply set the review phase length equal to
six months (0.5 years)Aside from reducing the time assof the trial, this change also increases the
NPV of the revenue side of the model by reducing the period of time over which revenues are discounted.

This barrier mitigation strategy reduces the time to market thereby increasmgptwaedNPV
(eNPV)of the sponsor but does not reducedhsh outlays fodoing clinical research according to our
model.

5.8 IMPROVEMENTS IN FDA REVIEW PROCESSEFFICIENCY AND MORE FREQUENT
AND TIMELY INTERACTIONS WITH FDA

This approach is somewhat difficult to quantify duet® highly variable results it is likely to
have across review divisions and trialor example, as one recent paper points out, there are
considerable differences among ewidivisions in the length tHeDA review and approval process, and
to some extenthese differences are driven by differences in workload and staff resources across the
various divisiongMilne & Kaitin, 2012) The same paper shows the impact of holding an advisory
committee (AC) meeting on new moleauétity (NME) approval times to be ambiguous; in some
review divisions, meetings are associated with shorter average review times, whereas in other divisions,
they are actually associated with prolonged review times relative to cases where no medigld.was

Given the differences in resources and requirements across review divig@tse mptedo
gauge whatypesof improvements in efficiency were viewedlasingachievable by FDA itself
According to the PDUFA performance goalsfiscal year FY) 201320170 ne of FDAG&Gs obj ec
t ofrJefiew and act on 90 percent of standard NME NDA and orignabgic License Application
(BLA) submissions within 10eant hs of t he (6.9 Foddand Drug Admimigtratggra t e 0
2012c) Wetherefore assumed that improvements in efficiency could result in a reduction of the length of
the review phase to 10 months across the bdars also possible that greater efficiency and improved
communication with industry couldselt in increases in success probabilities in the review phase;
however we did not have enough information to model this potential impli¢his approach and the
previous one (priority revieigriority reviewvouchers) are selected, the model will useghorter of the
two time periods for the review phase lengths (six months).
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Similar to the previous barrier mitigation strategy, this strategy reduces the time to market
thereby increasing theNPV of the sponsor but does not reduceddgh outlays fodoing clinical
research according to our model.

5.9 CONCLUSIONS

In considering the conclusions that may be drawn based on our evaluation of barrier mitigation
strategies, it is important to recognize thstbblishimg clear links between barriers asygecific model
parameterandtheir expost magnitdes requires extensive research, and our analysis was constrained by
the limited availability of this type of information in the literatufdevertheless, our results chelp to
inform the discussion stounding possible barrier mitigation strategies and their relative impacts on drug
development costs and returr@ur results are summarizedTiable10 below.

According to our model, priority review vouchers and improvements in FDA review efficiency
can help to shorten timelinesdincreaseexpected\NPV to the drug sponsoHowever, these strategies
do not reduce the cash outlay needed for the clinical stu@ifeerefore holding everything constant,
these options may be less appealing as strategies to stimulate drug development than alternatives which
substantially lower costgspecially early on in the clinical research process (i.e., in earlier phases)

Use oflower-cost facilities/inhome testingindwider use of mobile technologiappear to be
most effective in reducing costs across therapeutic areasamhtases Use oflower-cost facilities
and/or inhome testingan redee pettrial costs by up to $0.8 millio(L6 percent)n Phase 1, $4.3
million (22 percent)n Phase 2, and $9.1 milliqa7 percent)n Phase 3depending on therapeutic area
Wider use of mobile technologiean result invery similar maximum saving$0.4 million (8 percent)n
Phase 1, $2.4 millio(L.2 percent)n Phase 2, $6.1 milliofiL2 percent) in Phase 3, and $6.7 million (13
percent)n Phase 4 On the other handelaxingtrial enroliment restrictions améducingSDV efforts
have smaller impason costsresulting in maximum savings of less than $0.1 million to $0.2 million per
trial, representing arourwhe percent of study costs
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Table 10: Summary of Barrier Mitigation Strategy Impacts on Clinical Trial Costs

Impacts on Costs per Trial (in $ Millions and in Percentaggs

Barrier Mitigated Phase 1 Phase 2 Phase 3 Phase 4
L $ % $ % $ % $ %

Min Max | Min Max | Min Max | Min Max | Min Max | Min Max | Min Max | Min Max
tfcigseégﬁ%”'c health ¢ 04 -$0.46 -1.494 -8.694 -$0.39 -$1.14 -3.1% -8.204 -$0.46 -$2.53 -3.19% -8.89% -$0.27 -$4.64 -2.69 -7.4%
rRezlfr‘i’gt?gnts”a' enrollmen o4 0d -$0.04 -0.19% -0.99 -$0.03 -$0.20 -0.29% -1.24 -$0.04 -$0.41 -0.1% -1.4% -$0.08 -$0.55 -0.294 -1.1%
Simplified clinical trial
protocols and reduced | -$0.03 -$0.63 -2.09% -11.8% -$0.27 -$1.09 -1.494 -7.99%q -$0.23 -$2.39 -1.6% -7.894 -$0.16€ -$4.18 -1.5% -5.8%
amendments
Sgﬂfc‘;i%ﬁo(ggf/fata $0.00 $0.0d 0.09% 0.09 -$0.06 -$0.12 -0.4% -1.294 -$0.07 -$0.2d -0.294 -1.09 $0.0d $0.00 0.0% 0.0%
Wider use of mobile
technologies, i.e., -$0.05 -$0.39 -3.2% -7.59% -$0.54 -$2.4Q -5.8%-12.3% -$0.63 -$6.06 -4.4% -12.4% -$0.73 -$6.69 -7.0% -13.29
electronic data capture
Use of lowercost
facilities or athome -$0.11 -$0.83 -6.79% -15.9% -$0.8H -$4.24-10.0% -21.8% -$0.95 -$9.01 -6.5% -17.19% $0.0q $0.00 0.0% 0.0%
testing
Egsg\/sg&eﬂﬁg}o”ty $0.0 | $0.0 | 0.094 0.09 $0.0 | $0.0 | 0.0% 0.0% $0.0 | $0.0 | 0.094 0.09% $0.0 | $0.0 | 0.0% 0.0%
Improvements in FDA
review process $0.0 | $0.0 0.0%9 0.0% $0.0 | $0.0 0.0% 0.0%9 $0.0 | $0.0 0.0%9 0.0% $0.0 | $0.0 0.0% 0.0%
efficiency [a]
Notes: fAMIi ni mumod and A msawWngsacwssall tib@geiutio aead. ast savengs gre showh as negative values.

[a] Mitigation of the barrier reduces FDA review phase duration thereby reducing time to market for the drug. Thiglithproaeenue stream for the spor
but does not have direct cost impacts in the model.
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APPENDIX A: DRAFT IN TERVIEW GUIDE *1°

Company Name:
Company Sector: Pharmaceutical / Biotechnology
Company Size: Small / Large (based on revenue / number of employees)

QUESTIONS'®
1 DECISION-MAKING

Our first set of questions is related to theeisionmaking process that you use for determining
(a) whether to undertake a clinical trial, and (b) how that trial will be designed and exatigethould
point out thatve areonly interested in the decisiormaking process for clinical trials evaluaing
safety and efficacy for new molecular entities (NMEs)Clinical trials that you may undertake for
marketing, reimbursement, and/or investor objectives are outside the scope of our study.

1. Is there a minimum rate of return that you require beforatinitj clinical research for an NME?
If so, what is it?
2. Is there a minimum revenue threshold below which you might choose to ignore eveethigh

drug development projects? If so, what is the threshold?

3. If intervieweehas small company experien¢tow does this picture change for small companies?

4, Do you think it is important to reduce current source data verification costs? Does your firm
employ riskbased or some other form of SDV at less than 100%?

5. What percentage of laboratory/radiological/physeam data collected during the course of a

clinical trial is never used for the purposes of supporting the New Drug Application (NDA) to
FDA? Please elaborate on the reasons for collecting such data.

6. For what percentage of clinical trials that you disaumi$ls FDA do they request a material change
in your clinical trial protocol? What percentage of the changes requested by FDA is (1)
reasonable, (2) uncertain of their value, (3) unreasonable or not useful? Can you describe some of
the specific issues, if gsible?INote: Information will be redacted in order not to identify
individual companieslIf possible, probe about a recent clinical trial experience for more
specifics.]

7. Does your firm incur substantial costs trying to identify biomarkers during dlimigaks? Does
the search often prove successful? If so, how important are the clinical trial costs savings from
having identified biomarkers? In which specific therapeutic areas are biomarkers relevant?

1 Due to the Paperwork Reduction Act (PRA) requieets, ERG limiédthe number of interviews involving the
same set of questions to fewer than 10.

5 The interview will be conducted in a sestructured fashion with additional questions raised depending on the
information provided by the intervieweldotesfor the interviewer appear in italics.

1 The questions will beailoredto the background of the intervieward the type of company
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2

BARRIERS

Our final questions relate to the barrithhat may delay, hinder, or prevent successful completion

of clinical trials for NMEs

8.

10.

11.

12.

13.

14.

15.

16.

17.

18.

RERG

From your perspective, what are the major barriers to undertaking clinical researcb i8.floe

the purposes of demonstrating safety and efficacy to the FDA? Haold wou rank these in

order of relative importance, top to bottom? [If the respondent is unable to offer much, suggest
factors such as difficulty of mounting clinical trials, uncertainty about the regulatory approval
process, shortage of trained profesalmtaff, etc.]

Is your firm actively pursuing the use of newer electronic data capture technologies or other
technological advances into clinical trial operation? How important or unimportant do you think
such techniques will be in lowering clinical tr@dsts in the future?

Do you feel that, as a (small/large) firm, you face a different set of barriers compared to
(larger/smaller) firms? Additionally, do firms in your therapeutic area face a different set of
barriers compared to those in other therapereas? If so, what are the differences?

In your experience, have you been asked to amend your clinical trial protocol by FDA? If yes, to
what extent have the FDitiated protocol amendments troublesome or expensive to
accommodate compared to sigltiated ones? Do FD#nitiated protocol amendments constitute

a significant barrier to drug development compared to other barriers, such as increasing costs
associated with patient recruitment, IRB approval delays, éote] Probe about a recent

clinical trial experience for more specifi¢s.

Do you feel that there are clinical investigator shortages in the U.S.? Overseas? If so, how
significant of a problem is this? Have you undertaken any measures to mitigate this problem for
your company? If so, pleasiescribe.

Are there any recent developments in clinical research that are proving helpful in mitigating
barriers to drug development? Please elaborate.

Are there actions that the federal government could take to mitigate drug development barriers
(e.g., m&e changes to the clinical data submission requirements to FDA)? If so, what are those
actions?

Which of these government actions you enumerated above would have the greatest
impact/potential to promote more clinical research in the short term? liondpéerm?

OTHER QUESTIONS (TO ASK IF TIME PERMITS)

What is the typical rate you use for discounting future revenues (i.e., egigtherage cost of

capital- WACC)?

Can you describe/quantify (say on a scale of 1 to 10) how confident you are about gcastéor

of future development costs and expected sales volume at the point when you decide to file an
IND? [Note: The answer is relevant to our discounting of future projections in some modeling we
are attempting for the industry.]

What types of tools/metlis (e.g., real options valuation method) do you use for
evaluating/ranking drug development projects? Please describe
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19. Thinking about your recent decisions regarding NMEs, have there been individual factors or
uncertainties in planning for clinical treathat have led you to decide not to file an IND for
reasonably good candidates? Can you outline the reasons for not proceeding with an IND in the
case of one or two recent decisions?

20. Have you pursued regulatory approvals for any NMEs in the EU and tha&t WS specifically
because of FDA clinical trial requirements?

21. To what extent and in what circumstances do you not seek FDA reviews of your clinical trial
plans? | f there is any wuncertainty about FDAOS
reasons why you do not seek FDA review before a specific trial? [Note: Probe about a recent
clinical trial experience for more specifics.]

4 CLINICAL TRIAL COSTS

Next, we would like to inquire about the sponsor costs of conducting clinical trials to evhtiate
safety and efficacy for an NMBWe recognize that these costs may vary significantly based on the
therapeutic area and other factofsh u s |, Afguesstimatesd of ranges of h
sufficient.

22. We are interested in costs incurred by tdrug sponsor for managing clinical triaSan you
guesstimate how much you spend internally to manage a given clinical trial, for example, as a
percentage of the fees paid to a clinical research organization? Can you describe what the major
component®f the sponsor costs entail (e.g., oversight activities, monitoring, etc.)?

23. What percent of the total cost for a given clinical trial is related tetiore (studyspecific)

costs?
24, Do you conduct clinical trials outside the U.S? If so, how many couatréetypically involved?
25. (I1f respondent i ndi c 42)dfso, dmyouwgeneralizelaliout hawtthen s ki p

total cost of conducting clinical trials outside theS. (including all internal and external
expenses) compare to thatlhfS. based kinical trials for your company?

26. Which components of clinical trial costs are rising most quickly in recent years? Can you offer an
assessment as to why clinical trial costs are rising across the board?
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APPENDIX B: MEDIDATA DATA ELEMENT DESCRIP TIONS

patient

Data Element Data Element Description Unit Source
Administrative Staff Non-clinical administrative staff cost associate(qMonth CROCAS
Costs with managing the study at the sites (Medidata
Solutions,2012a
All Other Costs Includes costs of development for the entity be Study Medidata
tested, costs for sponsors to run the study Solutions
(additional internal costs and ancillary calculation
administrative costs), and other costs not captt
by the other fields|t is equal tc30% of the total
costs (according to Medidata, the clinical trial g
fields they have provided to ERG capture 70%
total costs).
Central Lab Costs|a] Central laboratory cost, if central laboratory us(Patient PICAS®
(Medidata
Solutions, 20124
Clinical Procedure Total |Total cost of clinical procedures only for one |Patient PICAS®

(Medidata
Solutions, 20128

Cost Per IRB
Amendment

Cost of asingle IRB amendment

IRB amendment

PICAS®
(Medidata
Solutions, 20128

Amendments of 2012, which was signed by th¢
President on July 9, 2012 (PDUFA V), authoriZ
FDA to collect user fees for certain application
for approval of drug and biological product3 his
document establishes fee ratesfiecal year FY)
2013 for application fees for an application
requiring clinical data ($1,958,800), for
establishment fees ($526,500), and for produc
fees ($98,380) These ées are effective on
October 1, 2012, and will remain in effect throu
September 30, 2013-or applications submitted
on or after October 1, 2012, the new fee sched
must be used.

Cost Per IRB Approval [Cost of a single IRB approval IRB approval  |PICAS®
(Medidata
Solutions, 20124
Data Collection, Costs associated with collection, management|Study CROCAS
Management and analysis of data for one study/protocol, across (Medidata
Analysis Costs sites and patients Solutions, 20123
FDA Application Fee The Federal Food, Drug, and Cosmetic Act, agDrug / product |U.S.Food and
amended by the Prescription Drug User Fee Drug

Administration,
201%.

RERG

B-1



FINAL

JuLy 25, 2014

Data Element

Data Element Description

Unit

Source

Number of IRB
Amendments

Average number of amendments for a given
therapeutic area and phase, as derived from G
et al., 2011 In this study, amendments were
defined as fAany chang
internal approval followed by approval froneth
IRB, ethical review boardgRB), or regulatory
authority Only implemented amendmedtshat
is, amendments approved both internally and
the ethics committée were counted and analyz
i n this -phasaathgndnient Boaints we
calculated by multilying the average number of
amendments by phase (from Tablm &etz, et
al., 201) by a therapeutic arespecific factor
(calculated using numbers in Tabl&é4Getz, et
al., 201).

Study

Getz, et al., 2011
calculation.

Number of IRB

Averagenumber of IRB approvals needed for a

Study

Assumption

Approvals given study The default scenario assumes this based on data
be equal to the number of sites in a study. from Medidata
InsightE
(Medidata
Solutiong
Number of Patients The number oplannedpatients This is the Site PICAS®
number of patients a site is expected and (Medidata
contracted to enroll. Solutions, 20124
Number of Project The time period from contract signature to the |Project CROCAS
Management Months  |delivery ofthe statistical report. management |(Medidata
month Solutions, 201235
Number of SDV Fields |Number of SDV fields per study Study CROCAS
(Medidata)
Number of Site Number of months a site wazanaged; the time |Site month CROCAS
Management Months  |period from the first site initiation to the last site (Medidata
closeout. Solutions, 20124
Number of Site The number of actual days spent at a given sit(Site monitoring CROCAS
Monitoring Days (on-site)for monitoring purposes (not the total |day (Medidata
period over which monitoring was conducted) Solutions, 20123
Number of Sites Number of clinical investigator sites used per |Study Medidata
study/protocol Insight€E
(Medidata
Solutiong
Number of Trials in The number of trials conducted in a given phagWhole number |[N/A
Phase for the drug Multiple trials within a phase migh
be required to test different dosages, for exam
The default is one trial in each (s Enter a
whole number between 1 and 10 for Phas8s 1
and a whole number between 0 and 3 for Phag
(zero signifying that there is no Phase 4 trial).
Site Overhead Percent |Site overhead charged on contracts by the sitgPercent PICAS®
estimated at 25 percent of total ggtudy costs (Medidata

Solutions, 20120

Patient Recruitment
Costs

Advertising costs associated with recruitment g
patients at the pgratient level

Patient

PICAS®
(Medidata
Solutions, 20128

RERG

B-2



FINAL

JuLy 25, 2014

is equal to the higher of the Number of Site
Management Months and the Number of Proje
Management MonthsFrom DiMasi,et al.(2003):
fi T h e ine is coastructed from information o
average phase lengths and the average gaps {
overlaps between successive phases in a Tuft
Center for the Study of Drug Development
database of approved new drugs and in our co
survey. 0 The NDA/ludds the
time from first submission of an NDA/BLA to
regulatory marketing approval, and comes fron
DiMasi, Grabowski, & Vernon (2004)Trial
phase times do not reflect differences between
therapeutic areas; however, therapeutic-area
specific NDA/BLA review times were available
and used for a select list of therapeutic areas
When the user specifies that there are multiple
trials within a given phase, total phase time is
defined as the average of the maximum phase
entered in any of the trials and thiem of all
phase times entered in all of the trialkhis is
intended to account for the fact that trials may
either be concurrent or sequential, depending
the circumstances.

Data Element Data Element Description Unit Source
Patient Retention Costs [Amount paid to the patient for study participati¢Patient PICAS®
which might include financial compensation, (Medidata
reimbursement for travel, meals, etc. Solutions, 2012b
Phase Time Total length of study phase, in yeafor Phases|Years DiMasi, et al.,
1, 2, and 3, this variable is equal to the maximl 2003; DiMasi,
of the phase lengths from DiMast; al.(2003), Grabowski, &
the Number of Site Managemeévibnths from Vernon, 2004;
Medidata, and the Number of Project Manager CROCAS’
Months from MedidataFor Phase 4, this variab (Medidata

Solutions, 20124

Physician Costs

Physician salary cost for one patient (physician
salaries divided by the number of patients at si

Patient

PICAS®
(Medidata
Solutions, 20128

Real Annual Discount

The rate at which clinical trial costs are discour

Percent

Drug sponsor

Rate over the time period of the study/development interviews
process Custom discount rates may be entere
decimals between 0 and 1 with leading zero (e
0.15).
RN/CRA Costs Clinical site staff cost (staff salaries divided by |Patient PICAS®
number of patients at site) (Medidata
Solutions, 20124
SDV Cost Data clearup cost for one case report form (CHDatafield CROCAS
field (Medidata
Solutions, 20124
Site Monitoring Costs  |On-site monitoring cost for a single day Day CROCAS
(Medidata
Solutions, 20124
Site Recruitment Costs |Cost for CRO to evaluate amecruit one site Site CROCAS
(which may or may not involve a site visit) (Medidata

Solutions, 20124
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Data Element Data Element Description Unit Source
Site Retention Costs Cost for CRO to manage one site for one mon{Month CROCAS
(Medidata

Solutions, 20124

Success Probability

The percent chance that a trial will be success
in a given phase and progress to the next phas
(or, in the case of the NDA/BLA review phase,
percent chance that the drug will be granted
approval) TheBioMedTracker success
probabilities used represent ERG's best guess
most relevant therapeutic area; if figures were
available for a similar therapeutic area,
general/overall percentages were us€dstom
success probabilities may be entered agwbds
between 0 and 1 with leading zero (e.g., 0.80)
Only one success probability value may be
specified for the entire set of trials within a give
phase.

Percenper phasg

Hay et al, 2011.

Worldwide Sales
Revenues (millions of
2008dollars)

Worldwide sales revenues (in millions of dollarg
over the product life cycle for new drugs appro
in the United States during the period from 199
to 1994 (net present values, discounted at 119

Drug / product
(millions of 20(8
dollars)

DiMasi,
Grabowski, &
Vernon, 2004;
Consumer Price

the launch year)The revenue figures have bee Index (CPI)
inflated from 2@O0 dollars to 2008 dollars Inflation
(midpoint between 2004 and 2012, the range Calculator
covered by the itemized cost data) using the (2012)
producer price index for commodities in the
category fADrugs anthe p
Bureau of Labor Statistics (BLS)

[a] Phase 1 study sites tend to havhause or local labs as opposed to central labs.
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APPENDIX C: FEATURES OF OP

ERATIONAL MODEL

Upon launching the operational model in Microdextel, the user is automatically taken to the
first page of the user form, which prompts the user to indicate whether he intends to examine the impacts

Figure C - 1: Welcome Screen of the Clinical
Model

of mitigating barriers to clinical trials, or go
directly to the examination of clinical trial
costs(see Figure C- 1). | ABarrier
is selected, the user is taken to a screen where
different types of barrier mitigation strategies
may be selected (s&&gure C- 2andSection5

Trials

I mp e

for further detail) | the wusesr, 0sel ect

Therapeutic Area Selected:

the user is then taken to a page that provides a

Select one:

set of instructions and prompts the user to

Parameters

cros, all input willbe cleared.

specify the type of clinical trial he would like

[Real Annual

to model(seeFigure C- 3). The clinical trial

Costs ONLY

Number of Trials in Phase 1
Number of Tr ase 7

options built into the model based on data

Ay

General

availability include: Therapeutic Area,

ability in FDA NDA/BLA Review

v Phase

and analysis

Devices and Diagnostics, and

Costs (per study)

Pharmacokineticslf the user selects the

ATherapeutic Aread option

el

therapeutic area must then be drofom

Physician Costs (per patient)

menu: Antiinfective, Cardiovascular, Central
Gastrointestinal, Genitourinary System, Hem
Pain and Anesthesia, duRRespiratory SystenO
on a fANexto button t

of the user form.

On the succeeding page of the user
form (seeFigure C- 4), the user then needs to
enter some general information about the trig
including the discount rate to be used as wel
as the probability of success in Phases 1
through 3 and the NDA/BLA review phase
The user may ctuse to leave these fields
blank or specify that the default values be
used, in which case these fields are populate
with the values from the interviews and
literature, as described belowlso on this
page are spaces for the user to select the
number oftrials within each phaseDue to the
need to test different dosages or alter other
aspects of a trial, multiple trials within a giver]"

among the following in a separate didgwn
Nervous System, Dermatology, Endocrine,
atology, Immunomodulation, Oncology, Ophthalmology,
nce these selections have been made, the user may click
o proceed to the next page

Figure C - 2: Impact of Removal of Barriers Screen

Therapeutic Area Selected:
Select one:

Parameters

Next

all/

General

3
FDA NDA/ELA Review Bhase

ement and Analysis Costs (per study)

vals (per study)

Cost Per IR5 Amendment

Number of IRB

SDV Cost (per data field)
umber of SDV Fields (per study)

ruitment Costs (per patient)

mion Costs (per patient)

(per study)

phase are common or even required in many cMefore the user must speC|fy how many trials they

RERG

CG1



FINAL JuLy 25, 2014

Figure C - 3: Selection of Type of Trial Screen for ~ wouldlike to have in each phase, with

Examination of Costs possibilities ranging from one to ten for
Phases 1 throughahd zero to three for Phase
Q | 4 (if there is no Phase 4, theer needs to
e enter zero for the number of Phase 4 trials)
— i The ranges for the number of trials for each
- L S phase were decided upon based on discussions
: meseieie————  with theU.S. Department of Health and
Parametes Human Services (HHS) and theS.Food and
e Drug Administration (F&) (we asked FDA
R, for an estimate of the number of trials used to

General

support efficacy for NME NDAs and were
provided with a range of roughly one to nine

ement and Analysis Costs (per study)

Cla e trials for Phases 2 and.3Jhese fields may
i e — not be left blank, as the responses will
| B - e determine how manyost input forms the user

will be asked to fill in and how many trial costs are factored into the total phase cost calculations for both
the default and custom scenarios.

Once this geeral data are entered, thd=igure C - 4: General Questions Screen

usgr may then prqceed to the following page

which request various parameter values for | .

each trial and phagseeFigure C- 5). Within  [rme: _— :

each phase, each trial has its own user input]-: ? i :
page, and the number of user input pages is |sr=s o gt e e
equal to the number of trials specified by the|==: E - —
user in the previous stefror example, ithe | ol s 20 Parametrs

user indicates that there would be two Phase

trials, the user would see two pages of data t ey sz ] |

enter for Phase. IEach of these trisgdpecific : e :
pages asks for information on trial length, g e —
number of patients per site, number of sites, - - ot s o
and itemized costsllowing the user to [ S
customize values for each trial individually ~ * = | s

As on the general tab, the user may choose to populate fields with the default values/averages or enter
custom values.

For convenience and ease of use, we have added variodsersdly features to the model
interface For example, if the user is uncertain about the meaning of a particular parameter or wants to
understand more fully what it includes, he can hover over the name of the parameter with the cursor to see
a brief definitionand any important instructions for how to enter a custom value for that parafater
more information, users can refer to a fAiParameter
definitions, as well as information on sources and utitsor-checkirg is another key feature designed to
improve the functionality of the toolf the user enters a number that is inappropriate for a given
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Figure C - 5: Parameter Value Entry for Clinical
Trial Study per Trial Phase Screen

Phase 1 Trial 1

Default values | Clear Values Close ew  Developer  Acrobat
Phase Time (i years) [ = L
Per-Study Costs E|| = $ - Y
Data Colection, Management and Analysis Costs (per study) § $40,959
Cost Per IRE Appraval s $28m fment Humber
Number of IR Approvals (per study) 25
Cost Per IR Amendment 4§ $646
Number of IRE Amendments (per study) [ a1
5 c )
SDY Cost (per data field) $ $0.52
Hurmber of SDU Filds (per stk [ ez .
(per study) Therapeutic AreaSelected:
Per-Patient Costs Cardiovascul
Patient Recruitmert Costs (per patient) $ $399 arciovascuar
Patient: Retention Costs (per patient) § T se
RMCRA Costs (per patient) & $2,052
Physiian Costs (per patient) § 4
Cliical Procedure Total (per patient) $ 45,600 Parameters
Central Lab Casts (per patient) $ $3,900
Number of Patients (per site) L
per-sita Costs Real Annual Discount Rate
Site Recrulment Costs (per sie) s $me0z Number of Trials in Phase 1
Site Retention Costs (per manth} $ $3,493 Number of Trials in Phase 2
Humber of Site Management Months [ s Number of Trials in Phase 3
& AL/
Numrber of Trials in Phase 4
Administr ative Staff Costs (per menth) $ $3me Gemeral [ i in Phase 1
Number of Project Management Months [ e Sucoess Probability it Phase 2
Success Probability in Phase 3
e et oo oe ) i a7 Success Probability in FDA NDA/SLA Review Phase
Number of Ske Moritoring Days [ 123
Phase Time (in years)
Number of Stes (per study) [ 25 gl o= =
il i — ox Data Gollection, Management and Analysis Gosts (per study)
Cost Per IRE Approval
Update Costs Nuntber of IRE Approvals (per study)
Cost Per IRE Amendment
Overhead $290,665 Eee e
All other costs (calculation) $649,346 SDV Cost (pes data eld)
Subtatal for Trial 1 (in $millions) $22 Nunrher of SDV Fields (per study)
ﬂ Patient Recruitment Costs (per patient)
Previous ‘ Results Summary Next ‘ Patient Retention Costs (per patient)
RN/CRA Costs (per patient)
S O Physician Costs (per patient)
- = ) | riar [Cical Prucedure Total (er patiens)
- [ Central Lab Costs (per patient)
BED m 1 [Number of Patients (per site)
30 Site Recruitment Costs (per site)

parameter (e.g., a negative number), an error

message will appear alerting the user to
change the custom value enter&bme of
these rules are strict and will not permit the
user to continue to the next page without
entering a valid valueFor examplethe user
cannot enter a trial success probability greater
than 1 (100%) or a negative humber of
patients Other rules simply provide warnings
to the user that the value entered might
warrant additional consideratiofror

example, using the variances fréfedidata,

we calculated reasonable ranges of possible
values that fall within three standard
deviations of the default mealf the user
enters a number beyond these ranges (e.g.,
20,000 patients per site), a warning message

appears However, given theossibility that users may wish to test the effects of outlier or extreme
values, the model permits them to disregard this warning and pro€iggae C- 6 shows the results

screen of the clinical trials model developed.

Figure C - 6: Results Screen

Oa Clinical Trials Model_DRAFT_2 215 [Compatibility Mode] - Microsoft Excel - = x
| Home | Insert  Pagelayout  Formulas  Data  Review  View  Developer  Acrobat @ - o x
% cut - T\iEe 0 = . E” ] ~ < | Tem T [F) | T Autosum~ A L)
i Cambria n A x | | S Wrap Text General % o Nomal? Normal 3 Normal 4 Normal 5 e . 7 o] H
Paste B £ U-|-|[o A Suerge s center~ [ § < % » || 2% | Condtionsl Fomat Normal6 Percent? Normal Bad ~ | insent Delete Format sote Fnda | -
- J Format Painter == = & verg — >8] Eormatting  as Table - s - - 2 Clear~  Fifter~ Select~
Clipboard o Font = ignment = Number il Styles Cells Editing
=] =1 =l
[ 0937 - £ no ¥
12 A B c I} E F G H 1 K L M -
1 Summary of Recorded Results To save your results, please save the file under a different name. If you close the renamed file after and reopen it, 5|
2 |Retum to User Input Worksheet do NOT enable macros when requested or your results will be cleared macro that does so will run.
s Scenario Number: 1 2 3 4 5 6 7 5 9 10
Clear Table Contents
User Description/Notes:
Click to Return to User Input
s
B Therapeutic Area C
5 Real Annual Discount Rate 15%
7 Number of Trials in Phase 1 2
3 Number of Trials in Phase 2 1
3 All/ Number of Trials in Phase 3 1
10 General  |Number of Trials in Phase + 1
1 Success Probability in Phase 1 67%
12 Success Probability in Phase 2 28!
13 Success Probability in Phase 3 16
1 [Success Probability in EDA NDA/BLA Review Phase 83
+| 285 [Phase Total Cost (in S millions) 4,
286 Phase 1 Discounted Phase Total Cost (in § millions) $43
287 Total Phase Time (in years) 27
255 SUMMArY  [¢ouasive Trial Time (invears) 27
289 Cumulative Discounted Cost (in § millions) §13
+ 560 Phase Total Cost (in § millions) 57.0
561 Phase 2 Discounted Phase Total Cost (in § millions) $4.8
562 Total Phase Time (in years) 2
ses  SUMMATY | Comylative Trial Time (in years) (includes prior phases) 5
S64 Cumulatiy Cost (includes prior phases) (in § millions) )
+ 835 Phase Total Cost (in § millions) 525,
i e § il )
836 Phase 3 Discounted Phase Total Cost (in § millions) 5125
837 Total Phase Time (in years) 2.
535~ Summary Comulative Trial e (mytars) finciudes prior phase; 7.
s3¢ ) (in § millions) §31,
+ s I'ha.seTu'a.l&st(m$m|ll\m] 52,
843 FDA NDA/HLA Discounted Phase Total Cost (in § millions) $0.7
844 5 Total Phase Time (in years) L
ses  Review |cumulative Trial Time (inyears) (nciudes prios phases). . 9
545 Cumulatiy prior phases) (in § millions) §33,
+] [o28 Phase Total Cost (m$mﬂlmns] 527,
929 Phase 4 Discounted Phase Total Cost (in § millions) §7.6
930 Total Phase Time (in years) 22 14
= [ e
4 4 ¥ ¥ User Input | Summary Page . Tree ~_ Parameter Defintions . Barriers Impacts _~ Dataset Counts 3 00| m ] »
Ready | 7 Count:8 |[EH0 L, ()
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APPENDIX D: ADDITIONAL DATA CLEANING STEPS

We performed the final cleaning and compilation of the various clinical trial data elements using
the statistical software STATAFor some combinations of cost component, phase, and therapeutic area,
Medidata did not have enough underlytrigl data to provide means and variances while still
maintaining confidentiality of client informatiorBecause these missing values resulting from these data
gaps would render the model 6s tot al costatccal cul at
extrapolate them as accurately as possibte the outsourcing and clinical costs that were missing,

Medidata multiplied overall.S.means by phase and therapedatiea specific factors to create tables of
derived costs that could be used toifildata for phastherapeutic area combinations for which those
measures were missin&imilarly, missing variances were filled in using the ovada$. variances from
the same pool of data used to derive the meBasthe counts/nenost data elemen{dlumber of Site
Management Months; Number of Project Management MoatitS\lumber of Site Monitoring Day;s
Medidata used phaspecific factors to create tables of derived valudgwever, due to data limitations,
these could not be broken down furtbgrtherapeutic arearhus, we used the derived means and
variances for these fields to fill in missing values across all therapeutic dMeszing values in the
Number ofPlannedPatients (per siteandNumber of Sites (per studi@lds were extrapotad using
phasespecific averages across all other therapeutic aféiaally, Number of SDV Fields (per study)
could not be derived by phase or therapeutic area; therefore, in all cases where this measure was blank, it
was estimated with the over&llS.number for all phases and all therapeutic areas.

In addition to filling in missing values for the fields from Medidata, we also had to find data to
populate other fields that were missing altogetidedidata collects data on cost per IRB approvals and
cost per IRB amendments which was provided to ERG; however, they do not collect data at this time on
the number of IRB approvals or IRB amendments for each study. Therefore they did not have counts by
which to multiply the IRBrelated costsTo generateounts of IRB approvals, we assumed that one
approval would be needed for each site in the study, and created a field\Neatibdr of IRB Approvals
(per study) which was set to equal tidumber of Sites (per studi@ld provided by MedidataTo obtain
counts of IRB amendments, we turned to the literature on clinical trial costs and found counts of protocol
amendments in a 2011 study by Kenneth Getz and other researchers at Tufts CSDD (described in Section
4)} The study reported average numbers of ammemds by therapeutic area, and separately by phase
(across all therapeutic area3hus, we were able to use a similar method to that described above for
extrapolating missing values to derive amendment counts by phase and therapeutic area; thegapeutic ar
specific factors were calculated and then multiplied by the pé@sgfic amendment counts, allowing us
to fully populate anew field callsiNu mber of | RB A meRordherapedticareasgdagr st ud
which there was no counterpartinGetzal( 2011) , we used the counts for

An additional cleaning step was necessary to reconcile some minor discrepancies between the
data obtained from the literature and the data received from MediSpégifically, the mean trial phase
lengths from DiMasi, Hansen, & Grabowski (2003) were, for a few therapeutiplasa combinations,

" For the purposes of this study amendments were defindghgshange to a protocol requiring internal approval
followed by approval from the IRBgthical review boardHRB), or regulatory authority. Only implemented
amendment$ that is, amendments approved both internally and by the ethics condmite¥e counted and
analyzed in this studyGetz,et al, 2011)
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slightly shorter than the number of site management months or the number of project management
months (defined below) prvided by MedidataTo resolve these discrepancies, we set the trial phase
length equal to the maximum of these three variables: the mean phase lengths from DiMasi, Hansen, &
Grabowski (2003), the number of site management months (from Medidata), anuainiber of project
management months (from Medidata).
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