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Dear M. Chailrnen:

Over the last 2 years ending this past April, the nunber of
ersons participating in the Food Stanp Program (FSP) has risen
y 4 mllion. Although the magnitude of this increase is not

unprecedented, it began in aperiod when neither changes in the

?ro ram nor unenploynent could account for the increase. In
act, the unenploynment rate had declined through 1989 to a |ow of

5.1 percent, and even though the rate began to rise in 1990, it

never approached the historic level associated with earlier peaks
in FSP participation. As a result, existing forecasting nodels

did no%ipredlct the sizeable increase in participation that

occurred.

This led the Food and Nutrition Service (FNS) to seek an

independent assessnment of our existing forecasting procedures and
Eecomeendations to inprove our forecasts of participation and
enefits.

To conduct .the evaluation, we contracted wth Mathematica Policy
Research, Inc. (MPR), a firmthat is widely regarded as one of
the preem nent social science research organizations in the
country. They brdught to this task both nationally recognized
technical skills and an extensive know edge of and insight into
the Food Stanp Program
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W took several inportant actions to ensure that the study
results reflected the advice of a broad range of experts and
incorporated state-of-the-art forecasting techniques. |n the
spring of 1990, MPR and FNS convened a synposium of pracpltloners
and scholars from Federal agencies, Congressional staff and the
research commnity to explore this issue. PR suppl.emented their
own extensive resources and engaged two add?tlonaP | ndependent
consultants: Dr. Burt Barnow, a Senior researcher at Lew n/|CF
aana di stingui shed gractltlo?et in the fields of [abor and

wel fare econom cs and econonetrics; and Dr. Nancy Kirkendall,
Chief Mathematical Statistician with the US. DeT/)ar_tma_nt of
Energy, Adjunct Professor in the Department of Statistics at
George \ashington University, and a nationally recognized expert
in pure tinme-series nodels.

FNS al so sought further independent reviews of the analysis from
three national ly recognized scholars in the field of applied
econonmetrics and tine-series analysis: Dr, John Geweke,

Prof essor of Econom cs at the University of Mnnesota and a
Consultant with the Research Departnent of the Federal Reserve
Bank of M nneapolis; Kenneth D. West, Professor of Econom cs ?t
t he Unlver3|t¥eof W sconsin: and Sldney Saltzman, Professor o

Pl anning and Regional Science at Cornell University. These
scholars reaffirmed our opinion that the report met high and
"accepted standards for the application of econonetric nethods to
a complex and difficult forecasting problem

Finally, all stages of this major effort benefitted fromthe
Erogram and technical expertise of senior economsts in the
conom ¢ Research Service of the Departnent of Agriculture.

Ve believe that this study successfully net all the objectives we
set forth. W have learned that FNS forecasting procedures neet
credi ble standards but that our nodels and procedures for
nonitoring and diagnosing the quality of forecasts can be
nodest|y Inproved. W obtained the assurance that, without the
benefit” of hindsight, no alternative nodel could have projected
the 1989 turning point in participation. This stems from both
the [imtation of econonetric nodels to detect new relationships
wi thout the benefit of nore time-series data and our new
understanding from a conpanion study on participation' (AStudv of
the Increase in Food stamp Prouram Participation Bet ween T989 and
1990) that many tactors, of differing enphasis In different
States and at different times over the recent period, caused the
increase in food stanp participation.

As the 1990 Econom ¢ Report of the President enphasized,
"forecasting is an inprecise science. Unanticipated events wth
econoni ¢ consequences . . . occur fromtime to time. |n addition,
the reactions of businesses and households to changes in economc
conditions.or policy may shift over time." Thus, good
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forecasting is a dynamc process of ongoing devel opnent and
refinement.  The work produced under this study provides us wth
an enhanced know edge of statistical tools and practices, as well
as many invaluable insights for neeting the challenge of both
current and future forecasting needs. Among the noteworthy
recormendations are a mechanism for neasuring the quality of
forecasts and a process for creating a historical record of our
progress in updating and 'testing new nodels.

e

Betty Jo'Nelsen
Adnihi‘stratot
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EXECUTIVE SUMMARY

The Food Stamp Program (FSP) enables low-income households to achieve and maintain
nutritious diets by increasing their food purchasing power. Over time, the number of program
participants can change, often dramatically, in response to the legidative tightening and broadening
of eigibility requirements, fluctuations in economic activity and changes in the structure of the
economy, State and Federal improvements in the accessibility of program benefits, and changesin
the behavior of households.

The sensitivity of participation and benefits to economic conditions and to program changes
poses a challenge for budgetary planning. The Food and Nutrition Service (FNS) submits budget
estimates of future program benefits to the Office of Management and Budget at the end of the first
quarter of each fiscal year. Future program benefits are based on the forecasts of an econometric
model that links participation and benefits to macroeconomic conditions and to variables that indicate
program changes.

In late 1989, FSP participation began to grow. The remarkable feature of this growth is that it
occurred at a time when neither the unemployment rate, which had been declining, nor major
changes in the program could account for the increase. Consequently, the existing forecasting models
did not predict the sizeable increase that occurred. Thus, FNS sought an independent assessment
of its existing forecasting procedures, as well as recommendations for improving its forecasts of
participation and benefits.

CHANGES IN FSP PARTICIPATION AND BENEFITS OVER TIME

Since 1977, the number of persons who receive food stamp benefits in a given month has
fluctuated between 14 and 22 million (excluding Puerto Rico). The number of participants was 14
million in 1978 prior to the eimination of the purchase requirement, which was a feature of the FSP
up to that time. After the purchase requirement was eliminated by the Food Stamp Act of 1977 (PL
95-| 13)--a change that was implemented fully by January 1979--participation increased sharply, to 16
million in the second quarter of fiscal year 1979. Participation peaked at 22 million in 1983 during
a deep economic recession, and fell amost continuously from 1983 to 1989. Beginning in 1989,
participation increased at arapid rate, rising to 23 million in April 1991.

The average value of food stamp benefits per participant has aso varied since January 1979.
However, in contrast to participation, average benefits have increased steadily since 1980. Beginning
at $33 per month in the first quarter of fiscal year 1980, average monthly benefits increased to $52
by the first quarter of fisca year 1989. The increase in monthly benefits reflects regular cost-of-living
adjustments that increase benefits annudly, the effect of legidative changes, and the lower countable
incomes of recipients. After adjustment for inflation, average monthly benefits increased by $4 over
the nine-year period.

FORECASTING FSP PARTICIPATION AND BENEHTS

Changes in household circumstances and program features over time give rise to changes in
participation at the aggregate level. In turn, changes in household circumstances are driven by



macroeconomic and demographic factors. If relationships between household decisions to receive
food stamps and underlying factors could be estimated, the number of FSP participants could be
forecast for various values of the underlying factors. However, the relationships between household
decisions, program features, and macroeconomic and demographic factors are likely to be highly
complex and not amenable to direct modeling.

The forecasting approach used in this report is based on multivariate statistical models of
aggregate participation and benefits, whose parameters were estimated with |east-squares regression
techniques. Such models play a prominent role in many forecasting contexts, and are a key tool for
government agencies and businesses that require forecasts of important variables for planning and
budgeting purposes.

However, for two reasons, forecasting participation is more problematic than forecasting
macroeconomic quantities, such as Gross Nationa Product or persona income. These factors suggest
that expectations about the accuracy of participation forecasts should be tempered. First, the
forecasting period for participation--two years ahead--is long relative to the period over which
macroeconomic quantities are typicaly forecast. The lengthy forecasting period is due to the Federd
budgeting cycle. At the start of each fiscal year, FNS submits forecasts to the Office of Management
and Budget for inclusion into the President’s proposed budget for the following fiscal year. A
consequence of the lengthy forecasting period is that forecast errors are larger, because random
factors that can throw the forecast off target are more apt to surface, and because forecasts of
explanatory variables are less accurate for more distant future periods.

Second, forecasting models work best when the relationships that determine the forecasted
variables are stable over time and amenable to estimation. However, three factors suggest that the
context for forecasting participation is not likely to be stable. First, the FSP is a relatively new
program, and the period for which participation data are available is short relative to ‘such
macroeconomic quantities as the Gross Nationa Product, for which decades of data may be available.
Second, FSP participation is affected directly by changes in program statutes, regulations, and
procedures, which have occurred frequently. Third, the recent dramatic increase in participation,
which began in a period marked by relatively low and stable unemployment, suggests that previous
participation patterns may be changing. Each of these factors argues for viewing the participation
forecasting model as a component of a forecasting process in which forecasting performance is
monitored closely and the forecasting model updated regularly.

The explanatory factors that were tested in the multivariate statistical models included
combinations of macroeconomic variables, program parameters, major legisative changes, and
demographic variables. The choice of explanatory variables for testing was constrained in two ways.
First, for an explanatory variable to be suitable for inclusion in the forecasting model, independent
forecasts of the explanatory variable had to be available. Second, FNS relies on forecasts of
macroeconomic quantities--such as the unemployment rate, price levels, persona income, and the
Gross National Product--that are consistent with the President’s budget proposal. In practice, the
necessity of using independent forecasts of macroeconomic and demographic variables means that
FNS forecasts of participation and benefits can be no more accurate than the independent forecasts.

THE RESULTS FROM A COMPARISON OF ALTERNATIVE FORECASTING MODELS

Alternative forecasting models for FNS applications were judged according to their ability to
forecast participation and benefits in time periods that were outside the sample period used for



estimation. For example, alternative models were estimated with data through 1987, and the
estimated models were then used to generate forecasts of participation and benefits for 1988 and
1989. Because the true values of participation and benefits for 1988 and 1989 were known, it was
possible to assess the forecasting accuracy of aternative models by comparing forecasted participation
and benefits with actua levels of participation and benefits in those time periods. Models were aso
judged according to whether their estimated parameters were reasonable, and whether the models
tracked participation and benefits accurately during the sample period used for estimation.

Several alternative models were estimated and their forecasting accuracy assessed. The key
results were as follows:

* The participation models that were estimated generally yielded two-year-ahead
participation forecasts that were accurate to within plus or minus 6 to 7 percent
per month, or, equivaently, to within plus or minus roughly 1 million participants
per month. Even if future average benefits were known with certainty, this level
of forecasting accuracy implies that models may have forecast errors on the order
of plus or minus $840 million annually. Larger errors may occur if the forecasts of -
macroeconomic quantities on which the participation forecasts are based are
inaccurate.

« Theforecasting performance of some participation models was marginally better
than others. Forecasts generated by a participation model whose explanatory
variables included the number of unemployed workers, variables for seasonality,
and a correction for the correlation of random factors over time were the most
accurate.

« Theforecasting accuracy of the limited number of regression models of average
benefits that were estimated was generally inferior to the accuracy of a formula
approach for forecasting average benefits that relied on parameters estimated with
a dmulation methodology.

. . A regression model of total program benefits provided forecasts whose accuracy
was Similar to the accuracy of forecasts from two-equation participation and
average benefit models.

CONCLUSIONS

The purpose of the independent assessment was to determine whether FNS forecasting models
were adequate, and to suggest improvements if they were not. The results indicate that the
forecasting accuracy of FNS forecasting models might be modestly improved. However, in generd,
neither the alternative models nor the existing FNS models yielded forecasts that could be
characterized as highly accurate: Moreover, none of the aternative models would have captured the
increase in participation that began in 1989.

The reasons for the increase in participation that began in 1989 are not yet completely
understood, and in retrospect the period may be viewed as a point at which new relationships
emerged that should be reflected in the forecasting model. For this reason, we recommend that FNS
continue to monitor the accuracy of future forecasting efforts and modify the forecasting model



appropriately. To assist in these efforts, a forecasting process was specified for evaluating the
performance of forecasting models over time. The forecasting process that was develop+ will

provide a mechanism for tracking the quality of forecasts and for updating the empirical model to
reflect new information.



I. INTRODUCTION

The Food Stamp Program (FSP) enables low-income households to achieve and maintain
nutritious diets by increasing their food purchasing power. Over time, the number of program
participants has changed, often dramatically, in response to legidative changes in eligibility
requirements, fluctuations in economic activity and changes in the structure of the economy, and
changes in the behavior of households. Since 1977 the number of persons who receive food stamp
benefits in a given month has fluctuated between 14 and 22 million (Figure I.1).1 The number of
participants was 14 million in 1978 prior to the eliminaion of the purchase requirement, which was
a feature of the FSP up to that time. After the purchase requirement was eliminated by the Food
Stamp Act of 1977 (PL 95113)--a change that was implemented fully by January 1979--FSP
participation increased sharply, to 16 million in the second quarter of fiscal year 1979. Participation
peaked at 22 million in 1983 during a deep economic recession, and fell almost continuously after
1983. However, participation has recently been increasing at a rapid rate, crossing the 20-million-
person threshold in March 1990 and rising to over 22 million in February 1991.

Since the Food Stamp Act of 1977, numerous legislative changes to the Food Stamp Program
have affected participation (U.S. House of Representatives, 1991). Figure I.1 indicates five points
a which significant pieces of legidation were passed.2 The Omnibus Budget Reconciliation Act of
1981 (OBRA 1981) reduced digibility and delayed benefit increases in a number of ways. The Food
Security Act of 1985 relaxed benefit and eligibility rules, established categorical eligibility for
households comprised entirely of Aid to Families with Dependent Children (AFDC) recipients or

Supplementa Security Income (SSI) recipients, and established an employment and training program

TParticipation data exclude FSP participants in Puerto Rico.

2The figure does not show the points at which specific features of the legislation were actually
implemented.



FIGURE 1.1
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for able-bodied food stamp recipients. The Immigration Reform and Control Act of 1986 (IRCA)
authorized that special categories of aliens could be eligible for food stamp benefits. The Hunger
Prevention Act of 1988 increased food stamp benefits, liberalized eligibility and benefit rules, and
authorized new funding for program outreach. The 1990 Food, Agriculture, Conservation, and Trade
Act (FACT) reauthorized FSP appropriations through fiscal year 1995.

The average value of food stamp benefits per participant has aso changed since 1980. However,
in contrast to participation, average benefits have increased steadily. since 1980 (see Figure I.2).3
Average benefits adjusted for inflation have aso increased since 1980, though by a much smaller
amount. Beginning a $33 per month in the first quarter of fisca year 1980, average monthly benefits
increased to $52 by the first quarter of fiscal year 1989. However, after adjustment for inflation,
average monthly benefits increased only modestly, from $33 to $37. Figure 1.2 shows that increases
in average benefits are generally evident in the first quarter of each fiscal year, when adjustments to
maximum benefit allotments and other program parameters take effect. After the first quarter,
average benefits within a fiscal year generdly decline, due to the income growth and seasona changes
in the composition of FSP participants.

The sengtivity of FSP participation and benefits to economic conditions and to program changes
poses a challenge for budgetary planning. The Food and Nutrition Service (FNS) submits budget
estimates of future program benefits to the Office of Management and Budget (OMB) at the end
of the first quarter of each fisca year. However, the variability in FSP participation levels means that
smple estimates of program benefits based on current participation levels may differ significantly from
future program benefits.

To make its budget estimates more accurate, FNS forecasts the total number of persons

participating in the Food Stamp Program and the average value of food stamp benefits received.

3Data on average benefits exclude benefits received by FSP participants in Puerto Rico.

3



FIGURE 1.2
Average Monthly Food Statnp Benefits Per Participant
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Forecasting is currently a two-step process. In the first step, FNS uses regression models to predict
aggregate program participation and the average value of benefits received per participant. In the
second step, FNS calculates total program benefits as the product of forecasted aggregate program
participation and the forecasted average benefit per participant.4 The choice of explanatory
variables used by FNS is constrained in two ways. First, for a variable to be included in the
forecasting model, independent forecasts of the variable must be available. Second, FNS relies on
forecasts of macroeconomic quantities--such as the unemployment rate, price levels, persona income,
and the Gross National Product--that are consistent with the President’ s budget proposal.

The recent forecasting experience of FNS econometric models suggested that an examination
of alternative models would be useful. The FNS model in use in 1987 did not capture the dramatic
increase in participation that began in 1989 and which continued through 1990, and concerns were
raised within FNS that the forecasting model may not reflect the state of the art in econometric
forecasting. To address these concerns, FNS contracted for an independent assessment of FNS
‘forecasting models and asked for recommendations about alternative approaches for forecasting

participation and benefits.?

A. OVERVIEW OF THE REPORT

This report provides an econometric analysis and evaluation of the current FNS forecasting
model, and discusses alternative forecasting models for FSP participation and benefits. An additional
goa of the report is to set out a forecasting process to serve as an organizing framework for future

forecasting efforts.

4This descri ption of the forecasting process applies as of April 1990. Prior to this date, FNS
forecast the average value of benefits received per participant using a formula based on simulations
of benefits received by different types of households.

SIn conjunction with its efforts to improve its forecasting capabilities, FNS has also conducted
studies to examine the reasons for the recent dramatic increase in participation (Corson and
McConnéll, 1990; McConnell, 1991).



A preliminary and necessary step before modeling FSP participation empirically is to discuss the
conceptualfactors underlying the FSP participation decision. Chapter |1 delineates a conceptual
framework for FSP participation that illuminates the factors underlying the participation decision.
The discussion in Chapter || emphasizes the importance of the interaction among program changes,
evolving macroeconomic conditions, and demographic trends in explaining changes in FSP parti-
cipation over time.

Chapter 111 presents an evaduation of several dternative forecasting models of FSP participation,
average benefits, and total program benefits. The models were evaluated primarily according to their
ability to provide accurate forecasts outside the sample period used for estimation. A regression
model of participation whose explanatory variables include the number of unemployed workers and
the number of female-headed households with children showed good forecasting accuracy among the
alternative participation models. However, even the most accurate of the aternative models yielded
two-year-ahead forecasts of program participation that were religble only to within 6 percent of actua
participation, and the degree of reliability would be lower if the explanatory variables used to
generate forecasts of participation were themselves forecast with error. A regression model of total
program benefits provided forecasts whose quality was similar to the quality of forecasts from two-
equation participation and average benefit models.

Chapter 1V discusses the elements of aforecasting process that will be useful for evaluating the
performance of forecasting models over time. A uniform system of forecast reporting may facilitate
accumulating forecasting experience and assessing how the forecasting model can be improved in the
future. The chapter also presents a prototype recordkeeping form that may be a useful tool for

organizing information used in the forecasting process.
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1. CONCEPTUAL FRAMEWORK FOR FORECASTING FOOD STAMP
PROGRAM PARTICIPATION

This chapter discusses a conceptual framework for forecasting Food Stamp Program participation.
Participation is viewed as a dynamic event, with changes in participation driven by underlying changes
in economic conditions, program parameters, and household circumstances.

From a datic anaytic perspective, an digible household chooses whether to receive food stamps
by comparing the vaue of food stamp benefits (that is, the enhanced consumption of food and other
goods) with the costs of food stamp receipt (that is, the time and monetary cost of applying for and
receiving food stamps, as well as any stigma or embarrassment associated with receiving and using
food stamps). Households decide to participate if the benefits exceed the costs.

For example, eligible households with the lowest incomes may place the highest value on the
enhanced consumption provided by food stamps, and would receive a grester amount of food stamp
benefits as well, because food stamp benefits are larger for households whose income is lower. Both
factors imply that households with lower incomes would be more likely to participate. The
organization and activities of the FSP may also affect whether househol ds are knowledgeabl e about
the program and whether the program is accessible to them. Households that are unaware of the
program or have limited access to program offices would be less likely to participate than would
smilar households that are aware of the program or have more convenient access to program offices.

A more dynamic perspective on program participation is possible if the static model is viewed
as applying at a point in time, but allows household circumstances and program features to change
over time. For example, a household that currently does not receive food stamps may later
experience a reduction in income that makes program participation more desirable. Alternatively,
program features may be atered in a way that makes participation more desirable. Conversely, a

household that currently receives food stamps may later experience an increase in income that makes



participation less desirable, or program features may be dtered in a way that makes participation less
desirable.

The dynamics of program participation can be expressed in terms of two transition rates: the
continuation me, which is the probability that a household on the program in one month continues
on the program in the following month, and the intake rate, which is the probability that a household
not on the program in one month is on the program in the following month. At any point in time,
the continuation rates of program participants depend on the level and variability of income and
other household circumstances, and on the features of the FSP. The intake rates of nonparticipants
also depend on the level and variability of income and household circumstances, and on program
features.

In the ssimplest analytic case, with a fixed population and with intake and continuation rates that
are constant across the population, the number of participants is determined solely as a function of
the total size of the population and the two transition rates. FSP participation in a time period t
consists of the proportion of program participants from the previous period who decided to remain
on the program, plus the proportion of nonparticipants from the previous period who decided to

enter the program. In equation terms:
(1) Fy=cFyy + k(P - Fy),

where F, is the number of FSP participants in period r, ¢ is the continuation rate, k is the intake rate,
and P,.; isthe population in period ¢-1. Program participation is in equilibrium when the number
of participants does not change from period to period--that is, when F, = F, ;. Substituting the

equilibrium condition into equation (1) yields:

kP
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Simple differentiation of equation (2) shows that participation will rise when either ¢ or k rises.
Under simple assumptions about the effects of factors on transition rates, one can also determine
whether changes in the factors will increase or reduce program participation.

Here, it is useful to sketch the channels through which various factors affect the trangition rates
and hence program participation. For example, macroeconomic factors affect transition rates by
affecting employment and earnings levels. During economic downturns, some nonparticipants may
experience unemployment or other forms of earnings reductions, such as cutbacks in the number of
hours worked. In turn, these reductions increase FSP intake rates by increasing the number of
households that meet program dligibility criteria. For program participants, the economic downturn
may lower the possibilities of finding jobs or of finding better jobs, thus increasing continuation rates
because fewer participants are able to move off the program. Hence, economic downturns increase
the flow onto the program while reducing the flow off the program, thereby increasing the number
of participants. Economic upturns would affect transition rates in the opposite direction, reducing
the number of participants.

Increases in the value of maximum benefit alotments or alowable deductions from gross income
will increase the food stamp benefits for which households are eligible, thus increasing the
continuation rate (participants will be less likely to leave the program in the future) and the intake
rate (eligible nonparticipants will be more likely to participate in the future). The number of
participants will rise accordingly. The size of the increase will be determined by the sengtivity of the
two transition rates to changes in food stamp benefits. Other changes in the program, such as
increased outreach activities, may affect the intake rate by promulgating the program more widely,
but will not affect the continuation rate.

Changes in the features of other socia assistance programs, such as AFDC or SSI, may aso
affect FSP participation. Households consisting solely of AFDC and SSI recipients are categoricaly

eligible to receive food stamp benefits. Hence, increases in AFDC benefit levels or greater program



outreach activities may attract more eligible households to the AFDC program, which may in turn
increase FSP participation. ' However, because the benefits of other social assistance programs ‘are
frequently counted as income toward food stamp benefit determinations, increases in benefits from
other programs may also mean that some households will receive smdler food stamp benefits, which
may induce some of the households to leave the Food Stamp Program.

Demographic shifts may also affect average transition rates.2 For example, the growing number
of female-headed families may increase program participation because their earnings are generally
lower than those of two-parent households, and their earnings may also fluctuate more: widely due
to changes in economic conditions.

If the relationship between continuation and intake rates and other factors were known or could
be estimated, the number of program participants given by equation (2) could be forecast for various
values of the underlying factors.3 However, the form of the rel ationships among transition rates,
program features, and macroeconomic and demographic factors is likely to be highly complex and not

amenable to direct modeling. Moreover, the data demands for estimating models of transition rates

1An increase in AFDC participation may increase FSP participation because (1) once an
individual is applying for AFDC, the cost of applying for food stamps is very low (a single application
form and a single interview apply to both programs), (2) AFDC dligibility workers inform recipients
about their eligibility for food stamps, and (3) once the individual has entered the welfare system, it
may reduce the psychological burden of receiving additional welfare benefits.

2De:mographic shifts would not affect program participation if transition rates were equal across
households. However, because transition rates onto the Food Stamp Program are greater for some
types of households than for others, increases in the number of households whose trangition rates are
larger would increase FSP participation.

3For example, in 1987, there were 90 million households in the United States. Monthly
continuation and intake rates for the Food Stamp Program have been estimated to be about 94
percent and .S percent, respectively (Burstein and Visher, 1989; and Carr et al., 1984). Substituting
into equation (2), the equilibrium number of households receiving food stamps in a month is
calculated to be 6.9 million. Because the average number of households in the Food Stamp Program
in 1987 was actudly 7.1 million, the smple modd performs adequately in approximating the number
of participating households. However, the equilibrium vaue is sengtive to the vaues of the transition
rates, which were estimated by the preceding authors with data from 1979 to 1983. Transition rates
that are estimated with more current data may differ from those estimated with data from earlier
years.
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would be imposing.4 During periods when transition rates may be changing, the challenges of
estimating these relationships to forecast participation are even more formidable.

An alternative forecasting approach used in this report is to construct multivariate models of
aggregate program participation and benefits, and to use these models to forecast future participation
and benefits. The aggregate multivariate models can be considered representative of the data
relationships generated by changes in economic conditions, program parameters, and household
characteristics which work their way toward changes in program participation. For example, it has
been noted that rising unemployment should increase transition rates, thereby increasing program
participation. Thus, the data would show a postive relationship between the number of unemployed
workers and the number of program participants, and the strength of the data relationship could be
estimated with multivariate methods. In generd, information on the magnitudes of the causa effects
of unemployment on the continuation rate and the intake rate cannot generally be disentangled in
the estimated data relationship. However, a knowledge of the magnitudes of the direct causal
relationships through which unemployment affects participation is unnecessary for budgeting and
forecasting purposes.5

The choice of other types of variables to be included in the aggregate models can be motivated
from within the conceptual framework. Variables that represent benefit parameters, major legidative
changes, and the demographic composition of households will affect trangtion rates as discussed, and
it is thus reasonable to test their inclusion in the aggregate models. However, some factors may

affect transition rates only modestly, which makesit difficult for a statistical analysis to uncover a

sgnificant effect of those factors on participation. Other factors might have a strong relationship with

‘Previous research on the dynamics of FSP participation has been based on multivariate statistical
methods, but these efforts focused on understanding the reasons for program entry and exit rather
than on building forecasting models (Burstein and Visher, 1989).

50f course, esti mating the causal relationships would be the primary goal of the analysisif our
purpose were to gain a better understanding of the program participation decisions of households.
In econometric terms, a model of causal relationships is considered to be a “structural” model,
whereas a mode of data relationships is considered to be a “reduced-form” model.

11



transition rates, but may not have exhibited sufficient variation during the sample period to affect
participation. Alternatively, several factors may have moved together, thereby making it difficult to
uncover their separate influences on participation. For these reasons, it is possible that the
forecasting ability of some aggregate models that include only a few of the variables suggested by the
conceptual framework is similar to the forecasting ability of models that include a fuller range of
variables suggested by the conceptual framework. Much of the analysis in the next chapter focuses
on uncovering aggregate models that provide forecasts of reasonable quality with only a modest

number of explanatory variables.
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I1l. REGRESSION MODELS OF FOOD STAMP PROGRAM
PARTICIPATION AND BENEHTS

This chapter examines a number of aternative regression-based forecasting models of FSP
participation and benefits. The alternative models are evaluated according to the reasonabl eness of
their estimated coefficients and their goodness of fit, and more importantly according to their ability
to forecast outside the sample period. The chapter also examines an aternative approach for
forecasting total program benefits directly with a regression model, an approach that provides
forecasts that are comparable to forecasts of program benefits from the two-equation mode currently
in use.

Section A discusses the basic regresson models and specification issues, and the model evaluation
criteria used to assess alternative forecasting models. Section B examines a number of alternative
specifications of FSP participation forecasting models. Section C examines severa dternative
specifications of models of average food stamp benefits. Section D presents a total food stamp
benefit forecasting modd. Section E compares the forecasts generated by the dternative approaches.

Section F summarizes the key fmdings.

A. USING REGRESSION MODELS FOR FORECASTING
Because the anaysis relies heavily on regresson models, it is useful to begin by discussng the
basic issues associated with forecasting with regression models.” A typical linear regression model

of avariable Y can be expressed as:

(1) Y, =a+bX,+bX, + ~+bX, + t=1,2-T

IAn ‘aternative forecasting methodology was developed on the basis of a fime-series andysis of
FSP participation, in which current participation levels were determined by previous participation
levels and by random movements of participation. Appendix C presents an analysis of pure time-
series models of participation. In general, participation forecasts from the time-series models were
inferior to those from the regression models.
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where ¢ is the time period of observation, X;, are explanatory variables, a and b; are the parameters
to be estimated, and &, is an error term that represents the influence of factors that affect the level
of Y but are not themselves included in the model as explanatory variables.

If the error term u, has a mean of zero and a constant variance, if errors are uncorrelated with
each other over time, and if the parameters of equation (1) are estimated with ordinary least-squares

techniques, an optimal forecast of Y at any period Kk in the futureis given by:

@ Y.i=a+bXlg. y+b6, Xy v +b, X0,

where @, 51, 5,, are the values of the parameters from equation (1) estimated with data through

period T, and X{(T + oy X’(, + arevalues of the forecasts of the explanatory variables k periods

in the future (Pindyck and Rubinfeld, 1981). The forecasts of Y generated by equation (2) are
optimal in the sense that the expected value of Y will equal the true value of Y (the forecasts are
unbiased), and the average distance between the forecasted value and the actual value of Y will be
smaller than the average distance generated by other forecasting methods (the forecasts have
minimum variance). However, the optimal forecast property of equation (2) depends on the accuracy
of the forecasts of the explanatory variables. That is, the forecasts of Y from equation (2) will

generally be closer on average to the true values than will forecasts generated with other methods,
but if the true values of the explanatory variables are far from the forecasted value the true value of
Y may nevertheless be far from the forecasted value of Y.

The regression forecast of Y is more complicated when the error terms are serially correlated.
Errors are said to be serially correlated when the values of the error in the current period are
correlated with values in future periods. For example, for many time series of economic variables,
a positive error in the current period is correlated with a positive error in the subsequent period. In
most contexts, failing to allow for seria correlation when it exists leads to overstated estimates of the

statistical significance of amodel’s estimated coefficients (Johnston, 1984).
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A smple representation of seria correlation is a first-order autoregressive error structure, which

can be written as:

(3) u, = pU + v,

wherev, isarandom error term that has a mean of zero and a constant variance, and s uncorrelated
over time. If p is positive, then positive error terms in current periods will tend to pe followed by
positive error terms in subsequent periods, and negative errors will tend to be followed by negative
errors.

If the structure of the error term in equation (3) is incorporated into the regression model,
forecasted values of Y will depend not only on the forecasted values of the explanatory variables, but
also on the forecasted values of the error term (Pindyck and Rubinfeld, 1981). Because the mean
value of v, in equation (3) is zero, a sensible forecast of the error one period ahead is

— ak

u;* , = Pé;, andin general a sensible forecast of the error k periods ahead is u{ + = 0%y,

-where p is the estimated value of p. This information on future error terms can be incorporated

into the basic forecasting equation (2) to generate more accurate forecasts, yielding:

(4) Y;*k=a"+6l XﬁT#k)+"'+$nXl{(T+k)+ﬁkaT'

Because the estimated value of p is generally less than one, the effect of serial correlation on future
forecasts of Y diminishes exponentially as forecasts are generated further into the future. The
forecast of Y from equation (4) is optimal only when seria correlation of the error term has the
particular structure represented by equation (3). More complex patterns of serial correlation would
require modifying equation (4). The results of tests to determine whether equation (3) is the
appropriate structure of serial correlation for regression models of FSP participation are discussed

below.
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1. Criteria for Evaluating Models

Before presenting the estimation results for alternative forecasting models, it is appropriate to
discuss the criteria that were used to evaluate the models.

Though models need not have reasonable estimated coefficients to forecast well, as a practical
matter it would not be sensible to rely on forecasting models whose estimated coefficients were
clearly a odds with intuition. For this reason, the estimated coefficients from aternative models were
examined to determine whether the signs and magnitudes of the estimates were reasonable. The
goodness-of -fit statistics of the estimated models were also examined, to verify whether the models
tracked the datawell. The alternative models generally fit the data exceptionally well, with R?
statistics usually greater than .97.2

The primary purpose of considering the models examined here is to forecast future FSP
participation and benefits. Thus, an important criterion for evaluating alternative models is their
ability to forecast accurately outside the sample period. A variety of summary measures exist for out-
of-sample forecast error. The root mean square error (rmse) is the most commonly used summary
measure of forecasting quality (Pindyck and Rubinfeld, 1981). The rmse measures the average

distance between forecasted values and actual values in a specific time period, and is expressed as:

(5) rmse = J-l-}q: , - ¥y

t=1

where g is the number of time periods for which forecasts are made3 Larger values of the rmse

imply less accurate forecasts of Y. Positive and negative forecast errors are weighted equally in

ZR? measures the proportion of the variation in the dependent variable which is explained by the
regression equation.

3The rmse should be disti nguished from the forecast variance. In theory, a different forecast
variance is associated with each future time period, with more distant periods having larger variances
(see Section 111.4).
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caculating the rmse, but larger forecast errors are weighted more heavily than smaller forecast errors
because errors are squared before they are summed.*

The mean forecast error (mfe) is aso a useful measure of out-of-sample forecast error. The mfe
measures the extent to which forecasted vaues overpredict or under-predict actual values on average

over a specific time period, and can be expressed as:

q9
6 mfe ==Y (,-Y).

1

q tml
The mfe is a useful criterion here because models that have a smal mfe can generate accurate fiscal-
year forecasts over the course of the year even if they do not forecast accurately for specific periods

of the year.5

4As an example of this property of the rmse, consider two alternative models; the first forecasts
values for two future periods of 90 and 90, and the second forecasts values of 80 and 100. Suppose
that the actual values are 100 and 100. The rmse is 10.0 for the first model, which erred by 10 and
10, and 14.1 for the second model, which erred by 20 and O.

‘Several other summary measures of out-of-sample forecast errors can be defined. For example,
the rmse and the mfe can be expressed in percentage terms as--

1
rms percent error = | =
q =1 it

and

mean percent error

and the mean absolute error can be defined as

1 4

mean absolute error = = Y, | ¥, - Y:] .

q t=1

Because the models estimated in Section IILB generally under-predicted or overpredicted FSP
participation consistently during atime period, the mean absolute errors were numerically close to
the mean forecast errors. For this reason, mean absolute errors are not presented in this report.
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2.  Computing Out-of-Sample Forecast Errors

The basis for evauating the ability of aternative models to forecast future FSP participation and
benefits was to compute out-of-sample forecasts and compare them with observed values of
participation and benefits. The general approach for computing out-of-sample forecast errors was
to partition the available data into a time period for estimating the model and a time period for
generating forecasts from the estimated models and comparing the forecasts with actual values of the
variable being forecast. If ample data were available, the out-of-sampl e forecasting procedure could
have been repeated for many time periods, and the average quality of forecasts from different models
could have been compared. However, as explained below, the time series for FSP participation is
relatively short. For this reason, summary measures of out-of-sample forecast errors were computed
for two time periods only, and the results for the two periods were averaged.

The approach for computing out-of-sample forecast errors was designed to simulate the
forecasting procedure as it would be performed in practice. The FNS budgeting cycle requires that
fiscal-year participation and benefit forecasts be made two years ahead of the current year. Because
data were available through FY 1989, models were estimated over two sample periads--the first
ending in FY 1986 and the second ending in FY 1987. Forecasts of participation (or average
benefits) for 1988 and 1989 were then computed from the estimated regression models, based on
actual values of the explanatory variablesin 1988 and 1989.% Forecasted val ues of participation and
benefits for FY 1988 and FY 1989 were then compared with actua values in FY 1988 and FY 1989.

Out-of-sample forecast errors were calculated as the difference between forecasted and observed

SUsing the actual values of the explanatory variables to generate forecasts is akin to ascertaining
the forecasting accuracy of aternative models when the true state of the economy is known. It is aso
possible to use forecasted values of the explanatory variables to generate forecasts, which is akin to
ascertaining the forecasting accuracy of alternative models when the true state of the economy is
unknown. It was not possible to compare alternative models that contained forecasted explanatory
variables, because historical forecasts of the many explanatory variables that were tested were not
avalable. However, Appendix A shows that forecast errors associated with one key explanatory
variable--the unemployment rate--may substantially increase the forecast errors associated with FSP
participation.
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values. This procedure essentially simulated the results of two years of forecasting experience with
each of the models.

Two other forecasting horizons are dso important within the FNS budgeting cycle. FNS requires
fiscal-year forecasts one year ahead of the current fiscal year, to review the adequacy of the budget
for the upcoming fiscal year, and for the last two quarters within a fiscal year, to determine whether
it must request a supplemental appropriation. Out-of-sample forecast errors for one year ahead and
two quarters ahead were computed with a procedure similar to the procedure for two-year-ahead
forecast errors. To generate one-year-ahead forecast errors for 1988 and 1989, models were
estimated with data through 1987 and 1988, respectively, and forecasts were calculated and compared
with observed values in those years. To generate two-quarter-ahead forecasts, models were estimated
with data through FY 1988.2 and FY 1989.2, and forecasts were caculated for FY 1988.3 and 1988.4,

and FY 1989.3 and 1989.4.

B. REGRESSION MODELS OF FSP PARTICIPATION

This section discusses the estimation results and forecasting accuracy of aternative forecasting
models of FSP participation. The section first compares the forecasting models recently used by FNS.
It then discusses several tests that were conducted to determine the robustness of the estimation
results in terms of serial correlation, the method used to adjust for seasonal movements in FSP
participation, the sample periods analyzed, the choice of quarterly versus monthly data as the basis
for analysis, and the inclusion of lagged dependent variables. A number of model variants whose
explanatory variables differ are then compared, and forecast confidence intervals are calculated to

assess the satistical accuracy of FSP participation forecasts.

1. FNS Participation Models
Recent. FNS participation models provide a natural benchmark for analyzing aternative

forecasting models. The specific characteristics of FNS participation models have changed over time.
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The first model, which is termed Model P.l, was used through FY 1989. The dependent variable For
Model P.I was the seasonally adjusted monthly average of FSP participants in afiscal-year quarter,
beginning in 1977. The explanatory variables were the seasonally adjusted unemployment rate, the
unemployment rate lagged one quarter, the seasonally adjusted consumer price index for food used
at home, and two variables to capture the effects of the elimination of the purchase requirement
(denoted EPR) on participation and the effects of changes in program eligibility under OBRA 1981
(denoted REC) on participation. The value of the EPR variable was increased gradually over four
quarters beginning in FY 1979.1 to reflect the phasing-in of the legidative change, and was set equa
to one after FY 1980.1. The values assumed by the REC variable were increased from zero to one
in 1982, held steady at one through FY 1983, fluctuated between zero and one through FY 1988.2,
and stabilized at zero thereafter. The fluctuations of the REC variable were intended to reflect
program changes mandated by OBRA 1981 and subsequent offsetting changes.

The participation model used by FNSin FY 1990 differsin several ways from Model P.1.7 The
dependent variable for the more recent model, referred to as Model P.2, is the monthly average of
FSP- participation in a fiscal-year quarter, seasonally unadjusted, since 1982. The explanatory
variables are the seasonally adjusted lagged unemployment rate, the lagged FSP participation level,
three dummy variables for fiscal-year quarters (to account for the seasonality pattern in FSP
participation), and a dummy variable equal to O prior to FY 1989.3 and equal to 1 thereafter to
reflect changes in participation due to the 1988 Hunger Prevention Act. Because the sample period
for Model P.2 beginsin 1982, the dummy variables to capture the program changes for EPR and for

OBRA 1981 were unnecessary because the entire sample period followed these program changes.

TENS routinely assesses and updates its forecasting models. For this reason, models used in
various years generaly differ.
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Columns (1) and (3) of Table I11.1 show regression estimates for Models P.| and P.2.3 The
estimated coefficients and other in-sample statistics for both models were reasonable. For Model 1,
the estimated coefficient for the EPR variable indicates that participation rose by 4.6 million after
the EPR was implemented. The estimated coefficient for the REC variable indicates that
participation fell by about 2 million participants after the program changes mandated by OBRA 1981
were implemented. The estimated coefficients for the unemployment rate indicate that higher
unemployment rates are correlated with higher levels of program participation.9 A one percentage
point increase in the unemployment rate is correlated with an increase in program participation of
more than one million persons. Model P.| fits the data well within the sample period, as indicated
by the high R? value. The estimated Durbin-Watson statistic also indicates that the error term is not
seridly correlated.”

As noted earlier, the REC variable that represents changes in the program mandated by OBRA
1981 assumed severa different vaues between zero and one. The expressed intent of using different
values was to capture later legislative changes that offset provisions of OBRA 1981, but an
examination of the pattern of values for REC also supports the view that they were chosen to
improve the fit between the model and the data. Because the values for REC were determined

judgmentally, it is reasonable to ask whether the estimated results were sensitive to the particular

8Models are labelled P if the dependent variable was FSP participation, B if the dependent
variable was average benefits, and T if the dependent variable was total benefits.

9As noted in Chapter 11, the estimated coefficients in aggregate models cannot be interpreted as
representing causal relationships. For example, the increase in FSP participation following the
implementation of the EPR may also have been due to other factors that occurred in the same time
period.

10The Durbin-Watson statistic (d) is a measure of first-order seria correlation (Johnston, 1984).
In the Durbin-Watson test, the estimated Durbin-Watson gtatistic is compared with two critica values
from existing dtatistical tables. Pogtive firs-order serid correlation is evident if the estimated value
is less than the smaller of the two critical vaues. Positive first-order seria correlation is not evident
if the estimated value is greater than the larger of the two critical values. Thetest isinconclusive if
the estimated vaue fals between the two critical vaues.
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TABLE I11.1

RECENT FNS REGRESSION'MODELS OF FSP PARTICIPATION

12 2)* G)°
Model P.1 Model P.I Model P.2
Unemployment rate, seasonally 355.8 25.6
adjusted (82.6) (150.9)
Unemployment rate lagged one 730.3 754.1 3279
quarter, seasonally adjusted (71.4) (139.3) (44.2)
FSP participation lagged one quarter _ 0.55
(thousands) (0.06)
CPI for food at home, seasonally 5.9 9.7 --
adjusted (1.5) 4.7
Elimination of purchase require- 4605.4 4,543.3
ment (EPR) (154.9) (350.3)
OBRA 1981 (REC)® -2,070.5 _ -
(156.4)
OBRA 1981 (REC2)4 _ -946.7 -
(271.9)
FY 1989.3 dummy _ -- 503.5
(129.3)
1st quarter dummy _ 451.1
(85.3)
2nd quarter dummy — — 922.2
(84.3)
3rd quarter dummy _ — 375.6
(81.2)
Constant 6,305.8 7,534.5 6,057.3
(500.6) (1,267.1) (1,049.4)
R? 0.99 0.98 0.98
Standard error of the regression 175.7 342.8 159.3
Durbin-Watson statistic 2.1 0.6 14
Sample period FY 1977.1- FY 1977.1- FY 1982.1-
FY 1989.4 FY 19894 FY 19894
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TABLE I11.1 (continued)

NOTE: Standard errors are in parentheses. The data used for estimation are shown in Appendix
D.

3The dependent variable is the seasonally adjusted monthly average of FSP participants (in
thousands) during afiscal-year quarter.

bThe dependent variable is the monthly average of FSP participants (in thousands) during a fiscal-
year quarter (not seasonally adjusted).

®REC increases from zero to one in FY 1982, remains at one through FY 1983, fluctuates between
zero and one through FY 1988.2, and stabilizes at zero thereafter.

dREC2isa dummy variable equal to zero prior to FY 1982 and equal to one thereafter.



values chosen. The robustness of the results was tested by specifying anew OBRA 1981 dummy
variable, REC2. The values of REC2 were assumed to be zero before the second quarter of 1982,
and one thereafter.

Column 2 of Table I11.1 shows the estimation results from a model in which REC2 is substituted
for REC, denoted as Model P.I'. The estimated coefficient of REC2 is less than half the value for
REC. The estimated coefficient for the current unemployment rate is much smaller and statistically
insignificant. The standard error of the regression is larger, and the Durbin-Watson statistic is much
smaller and indicates positive serial correlation of the error term. 1! These results suggest that
several important characteristics of the model were sensitive to how the OBRA 1981 variable was
defined.

Column 3 of Table 111.1 shows the estimation results from Model P.2, the FY 1990 version of
the FNS participation model. The estimated coefficients for Model P.2 are reasonable, and the
goodness-of-fit statistics indicate that the model fits the data well. The estimated coefficient for
lagged participation is highly statistically significant, as is the estimated coefficient for the lagged
unemployment rate. The pattern of seasonality in the estimated coefficients of the quarterly dummy
variables indicates that program participation tends to be greater by amost a million participantsin
the second fiscal quarter (January through March) than in the fourth fiscal quarter (July through
September). The estimated coefficient for the Hunger Prevention Act dummy variable indicates that
participation rose by a half million after the third quarter of FY 1989. The presence of a lagged

dependent varigble invalidates the standard Durbin-Watson test for serid correlation, but the Durbin-

liThe computed value of the Durbin-Watson statistic for Model P.I" was 0.60. The critica lower-
bound value of the Durbin-Watson test statistic at the 95 percent confidence level for amodel with
five explanatory variables and a sample size of 50 is 1.34 (Johnston, 1984, Table B-5).
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h test for serid correlation, which accounts for the presence of a lagged dependent variable, suggests
positive serial correlation of the error term.12

Table 111.2 shows the out-of-sampl e forecasting accuracy of the three models (Models P.I and
P.2, and Model P.1"), and reports rmse and mfe statistics for the three forecast horizons. It should
be recalled that the procedure for calculating two-year-ahead out-of-sampl e forecasts errors was to
truncate the samplein 1986 and 1987 and to estimate the models with the truncated sample periods,
and then to calculate forecasts of participation and forecast errors in 1988 and 1989. Similar
procedures were followed for one-year-ahead and two-quarter-ahead forecast errors. The coefficients
for the models estimated with the truncated sample periods are not reported, but in general they
differed from the estimated coefficients reported in Table 111.1 due to the different sample periods.
The Hunger Prevention Act variable was not used to calculate out-of-sample forecast errors for
Modd P.2 because the variable assumed a vaue of one beginning only in 1989.

The average two-year-ahead rmse was 236 for Model P.l, 378 for Model P.1’, and 467 for Model

P.2. The units of the rmse are in thousands of participants per month, and from FY 1988 through

12The Durbin-k statistic is defined as k = ( 1- ‘51 ) n 5 where V is the estimated
1-n

variance of the coefficient of Y, ;, nisthe sample size, and 4 is the Durbin-Watson statistic. Based
on the calculated Durbin-Watson statistic of 1.4 from Table III.1, the value of the Durbin-A statistic
is 1.8, and the critical value of the Durbin-2 statistic at the 95 percent confidence level is 1.65
(Johnston, 1984). An dternative test for seria correlation, also suggested by Durbin, entailed
regressing the residuals from Mode 2 on the lagged vaue of the residuas and dl other explanatory
variables. In this case, the Durbin-h test is a test of the statistical significance of the estimated
coefficient of the lagged residua. The t-dtetistic of the estimated coefficient of 1.6 does not indicate
positive serial correlation at the 95 percent confidence level. However, small-sample Monte Carlo
experiments have shown that the alternative test for serial correlation is significantly less likely to
detect serial correlation when it exists (Park, 1975). There is ho consensus about the best test for
serial correlation in lagged dependent variable models. Thus, some ambiguity exists about whether
serial correlation is present in the FNS model. However, because the econometric consequences of
ignoring seria correlation are severe in lagged dependent variable models, a conservative strategy
would be to allow for seria correlation even if thereis only weak evidence that it exists.
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TABLE 111.2

MEASURES OF OUT-OF-SAMPLE FORECAST ERROR FOR RECENT
FNS REGRESSION MODELS OF FSP PARTICIPATION
(Participants in Thousands)

1) () 3)?
Model P.| Model P.I’ Modd P.2
Two Years Ahead
mfe
FY 1988 34.0 -25.4 9.3
N 1989 247.0 542.8 639.8
Average 1415 258.7 324.6
rmse
N 1988 153.7 1733 2324
N 1989 317.3 582.5 700.6
Average 2355 377.9 466.5
One Year Ahead
mfe
FY 1988 17.8 100.0 106.3
N 1989 2475 4745 435.8
Average 132.7 287.3 271.0
rmse
N 1988 150.1 205.3 247.0
N 1989 3184 516.3 528.9
Average 234.3 360.8 388.0
Six Months Ahead
mfe
N 1988.3-N 1988.4 -124.0 263.9 348.0
N 1989.3-N 1989.4 399.7 561.3 607.5
Average 137.8 412.6 477.8
rmse
N 1988.3-N 1988.4 1711 293.1 371.1
Rugai 3N 19894 7663 2598 %

NOTE: Models were estimated through N 1986 and N 1987 to generate two-year-ahead out-of-sample
forecasts for N 1988 and N 1989, respectively; through N 1987 and N 1988 to generate one-
year-ahead out-of-sample forecasts for N 1988 and N 1989, respectively; and through N 1988.2
and N 1989.2 to generate six-month-ahead out-of-sample forecasts for N 1988.3-N 1988.4 and
N 1989.3-N 1989.4, respectively. The estimation results for the models used to generate out-of-
sample forecasts are included as supporting tables in a separate volume.

4The N 1989.3 dummy variable representing the Hunger Prevention Act was excluded from the regression
models used to generate out-of-sample forecasts.
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FY 1989 FSP participation averaged roughly 18.6 million participants per month. Thus, the two-year-
ahead rmse statistics are, respectively, 1.2 percent, 2.0 percent, and 2.5 percent of average monthly
participation over the period. The mfe statistics indicate that each of the three models would have
underforecast participation over the period, by 142,000 participants per month in Model P.I and by
325,000 participants per month in Model P.2.13 The underforecasts were more severe in 1989,
which as noted in Chapter | was the year in which participation began to rise after five years of
steady decline. The forecasting accuracy of the models did not improve as the forecast horizon
became shorter. For Modd P, the two-year-ahead rmse was 236, the one-year-ahead rmse was 234,
and the two-quarter-ahead rmse was 297. A similar pattern was evident for the other two models,

and for mean forecast errors.

2. Tests of the Modd Specification

Five characteristics of the FNS participation models examined in the previous section were
investigated further: (1) the effect of serid correlaion, (2) the method used to adjust for seasondlity,
(3) the use of quarterly data, (4) the choice of the sample period, and (5) the inclusion of lagged
participation as an explanatory variable. The purpose of investigating these issues further was to

determine the sensitivity of the estimated results to the particular specifications chosen.

a. The Effect of Serial Correlation

As noted in Section IILA, the random error term in time-series settings frequently —exhibits
positive serial correlation. The econometric consequence of ignoring serial correlation is that
ordinary least-squares techniques yield inefficient parameter estimates and, in most cases, an
underestimate of the error variance, thus yielding overstated significance tests and excessively narrow

confidence intervals (Johnston, 1984).

13Because forecast errors were calculated as actual participation minus forecasted participation,
positive values of mfe correspond to underpredictions of participation.
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Durbin-Watson tests (or Durbin-h tests) for serial correlation for Models P.1' and P.2 were
positive, meaning that the hypothesis that the errors were not serialy correlated could be rejected.
Standard econometric practice was used to modify Model P.I" whereby the error term was given a
simple first-order autoregressive structure (see equation (3)), and the model was re-estimated. 14

Column (2) of Table I11.3 shows the estimated coefficients for the model in which serial
correlation was corrected (denoted Model P.3). For comparison, column 1 of Table 111.3 shows the
estimated coefficients for the model without the serial correlation correction (Model P.I'). The
estimated value of the serial correlation coefficient for Model P.3 was .74, and the estimate was
datisticaly significant. Comparing the estimated coefficients of the two models shows that the seria
correlation correction yielded a higher value of the estimated coefficient for current unemployment
and a lower value of the estimated coefficient for lagged unemployment. The standard error of the
regression for Model P.3 is much smaller than for Model P.1’, indicating that Model P.3 fit the data
better than did Model P.I'. The Model P.3 Durbin-Watson statistic of 2.0 indicates that there is no
evidence of remaining serial correlation.

Table 111.4 indicates that the out-of-sample forecasting performance of Model P.1’ improved
when serial correlation was accounted for. The two-year-ahead rmse was 378 for Model P.I" and 297

for Moddl P.3, which included the serial correlation correction.

b. Seasonal Adjustment Methods
FSP participation exhibits a strong seasonal pattern, with a significant decline in participation

generally occurring between the second and fourth fiscal quarters. Unemployment exhibits a similar

14The Cochrane-Orcutt procedure in MicroTSP was used to estimate the coefficients of the
modified model that included the serial correlation parameter p. The Cochrane-Orcutt procedure
first uses ordinary least squares to estimate the model without accounting for seria correlation. The
residuals from the estimated model are then regressed on the lagged residuals to estimate p. This
estimate is then used to transform the variables of the regression model to obtain. coefficient
estimates that can be shown to be more efficient than OL S coefficient estimates (the transformation
subtracts the lagged value of each variable times p from the current-period value). The process is
then iterated until the estimated value of p does not change.
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TABLEIII.3

ALTERNATIVE SPECIFICATIONS OF REGRESSION MODELS OF FSP PARTICIPATION

Serial Seasonal
Correlation Adjustment Monthly Model Sample Period
ay @? ) @’ ®) ©
Mode P.1' Model P.3 Model P.4 Model P.5 Model P.6 Model P.7
Unemployment rate 25.6 136.1 451.8 2489 257.4 54.4
(150.9) (127.1) (126.0) (102.6) (139.4) (166.9)
Unemployment rate. lagged once 754.1 554.3 251.8 81.0 267.4 5215
(139.3) (113.8) (1105) (1025) (124.7) (167.6)
CPI for food at home 9.7 94 13.0 8.2 43 6.6
“n G2) (5.7) azs) a7 (13.1)
Elimination of purchase requirement 4,543.2 4,736.0 4,659.8 3,056.7 -
(EPR) (350.3) (481.9) (478.7) (557.5)
OBRA 1981 (REC2)* -946.7 -705.0 -806.6 -385.3 -823.7 _
(271.9) (268.1) (269.3) (278.2) (270.6)
1st quarter dummy - _ 2394 _ 178.6 199.3
(75.7) (815) 93.1)
2nd quarter dummy - _ 429.2 _ 563.5 739.1
(118.7) (134.2) (173.0)
3rd quarter dummy - _ 237.3 - 2835 1505 -
(93.0) (93.1) (124.4)
Constant 7,534.6 7,897.7 6,645.8 15493.1 17,944.7 13,235.1
(1,267.1) (1,502.0) (1,761.7) (4,180.1) (2794.7) (4,800.8)
P _ 0.74 0.77 0.97 0.75 0.74
(0.12) (0.10) (0.02) (0.07) (0.13)
kz 0.98 0.99 0.99 0.98 0.96 0.95
Standard error of the regression 3428 239.1 225.1 2625 211.8 230.1
Durbin-Watson stetistic 0.6 20 1.6 24 14 11
Sample period FY 1977.1- FY 1977.1- FY 1977.1 FY 1976.10 FY 1980.1- FY 1982.1-
FY 1989.4 FY 19894 FY 1989.4 FY 1989.09 FY 1989.4 FY 1989.4




TABLE [11.3 (continued)

NOTES: Standard errors are in parentheses. The dependent variable is the monthly average of FSP participants (in thousands) during afiscal-year quarter. The data used for estimation
are shown in Appendix D.

AFSP participation, the unemployment rate, and the CPI for food at home were seasonally adjusted prior to the model estimation.
®Monthly time dumthies were used during the model estimation but are not reported in the table.

‘REC2 |sadummy variable that equals zero prior to FY 1982 and equals one thereafter.
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TABLE 111.4

MEASURES OF OUT-OF-SAMPLE FORECAST ERROR FOR ALTERNATIVE SPECIFICATIONS OF REGRESSION MODELS OF FSP PARTICIPATION
(Participants in Thousands)

Serial Seasonal
Correlation Adjustment Monthly Model Sample Period
@ @ 3 O] 5) 6
Model P.1' Model P.3 Model P.4 Model P.5 Model P.6 Model P.7
Two Years Ahead
mfe
FY 1988 -25.4 -271.0 -324.0 -1,002.2 41.3 -110.8
FY 1989 5428 2428 929 -39313 696.3 635.0
Average 258.7 -14.1 -115.6 -697.7 368.8 2622
rmse
FY1988 1733 298.6 349.4 1011.8 186.5 261.2
FY 1989 5825 295.6 146.2 435.1 766.4 747.4
Average 377.9 297.1 247.7 7235 476.5 504.3
One Year Ahead
mfe
FY 1988 100.0 -37.3 -925 230.4 68.5 29.8
FY 1989 4745 151.5 105.5 -144.3 4475 413.0
Average 287.3 . 57.1 6.5 43.1 258.0 221.4
rmse
FY 1988 205.3 121.8 146.3 266.2 190.8 236.9
FY 1989 516.3 235.4 157.7 2281 544.2 553.3
Average 360.8 178.6 1520 247.2 367.5 395.1
Six Months Ahead
mfe
FY 1988.3-FY 1988.4 263.9 1435 189.0 19.0 289.5 354.5
FY 1989.3-FY 1989.4 561.3 325.5 254.0 180.3 579.0 721.5
Average 4126 2345 2215 99.7 434.3 538.0
rmse
FY 1988.3-FY 1988.4 293.1 165.8 191.2 116.7 296.2 3745
FY 1989.3-FY 1989.4 576.6 355.4 260.7 228.0 599.5 734.3
Average 434.9 260.6 226.0 1724 447.9 554.4

NOTE: Models were estimated through FY 1986 and FY 1987 to generate two-year-ahead out-of-sample forecasts for FY 1988 and FY 1989, respectively; through FY 1987 and FY 1988
togenerate one-year-ahead out-of-sample forecasts for FY 1988 and FY 1989, respectively; and through FY 1988.2 and FY 1989.2 to generate six-month-ahead out-of-sample forecasts
for FY 1988.3-FY 1988.4 and FY 1989.3-FY 1989.4, respectively. The estimation results for the models used to generate out-of-sample forecasts are included as supporting tables
in a separate volume.



seasonal pattern.  One approach for modeling seasonality is to deseasonalize variables prior to
estimating the model. The pattern of seasonality is then imposed on theforecasts from the estimated
model. Another approach to account for seasonal patternsisto enter seasonal dummy variablesin
the regression model directly. Model P.I" was estimated with data that were deseasonalized prior to
estimating the model.- Model P.2 was based on seasonally unadjusted data but included quarterly
dummy variables to capture seasonal patterns.

The two approaches for adjusting for seasonality are conceptualy related, and in this context the

choice between them depends on which of the approaches yields better forecasts. 15

Column (3)
of Table I11.3 shows the estimated coefficients for Model P.4, which was based on seasonally
unadjusted.data and included quarterly dummy variables to capture seasonality. All other features
of the model are identical to those of Model P.3. The pattern of the two estimated unemployment
coefficients for the two models was reversed: Model P.4 had a larger coefficient for current versus
lagged unemployment, and Model P.3 had a larger coefficient for lagged unemployment. The
magnitudes of the other coefficients were similar.

Table I11.4 indicates that the out-of-sample forecasting performance of Model P.4 was superior
to that of Model P.3. The two-year-ahead rmse was 247 for Model P.4 and 297 for Model P.3. One-

year-ahead and two-quarter-ahead forecasts were also more accurate with Model P.4. For this reason,

seasonality was modeled with the dummy variable approach in later models.

BThe conceptual link between the two methods can be clarified via the properties of ordinary
least squares coefficient estimates. As can be shown in atwo-variable regression model, if program
participation and unemployment are each regressed on seasonal dummy variables, and the residuals
from the participation equation are regressed on the residuals from the unemployment equation (the
resduals are deseasonalized participation and unemployment), the resulting estimated coefficient for
unemployment would’ equal the coefficient estimate for unemployment that would be obtained in a
model which contained unemployment and seasonal dummy variables together. In this case,
deseasonalizing prior to estimation yields the same results as entering seasonal dummy variables
directly into the regression model. However, the results will generally differ if a different method is
used to deseasonalize variables prior to estimation.

32



¢. Quarterly Data

The models estimated to this point have used the monthly average of aggregate FSP participation
in a fiscal-year quarter as the dependent variable. These data are also available by month. For
comparison purposes, Model P.4 was reestimated with monthly data. Column 4 of Table I11.3 shows
that the monthly model (Model P.5) has smaller unemployment coefficients and a larger seria
correlation coefficient than does the quarterly model.

The two-year-ahead out-of-sample forecasting performance of the monthly model was inferior
to the forecasting performance of the quarterly model. The two-year-ahead rmse was 724 for the
monthly model, compared with 248 for the quarterly model. However, the monthly model provided
more accurate six-month-ahead forecasts, with an rmse of 172, compared with an rmse of 226 for the
guarterly model. This increase in precision suggests that monthly models be used for short-term
forecasting, and that quarterly models be used for longer-term forecasting. However, using two
separate forecasting models may not be cost-effective, considering that the improvement in the short-

term forecasting accuracy of themonthly models is modest.

d. Choice of Sample Period

Using a longer time series is generally preferred in regresson model estimation because a longer
time series typicaly exhibits greater variation among the explanatory variables, and will thus generaly
yield more precise coefficient estimates. However, this reasoning isinvalid if the underlying model
changes over time. For example, legidative changes to the FSP may change the underlying data
relationships, and in this case it may be appropriate to break the time series and estimate a new
model for the post-legislation period. An alternative approach is to incorporate variables in the
model to adjust for the effects of legislative changes. Model P.|I incorporated variables to capture
legidlative changes, whereas Model P.2 incorporated data only from after 1981 and contained no

varigbles for legidative changes.
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Two mgor legidative changes to the program have occurred since 1977. The first was the Food
Stamp Act of 1977, which, among many changes, required that states eliminate the purchase
requirement for food stamps. The second was OBRA 1981, which reduced eligibility and delayed
benefit increases. An examination was undertaken to assess whether the Food Stamp Act of 1977
changed the relationship between FSP participation and the explanatory variables, in which the
coefficients from amodel that was estimated over the entire sample period with dummy variables to
capture the effects of the legislation (Model P.4) were compared with estimated coefficients from a
model that excluded the first three years of the sample period and the EPR dummy variable (Model
P.6).16 The pattern of the estimated unemployment coefficients differed for the two models, and
the sign of the coefficient for CPI-food was reversed. These coefficient differences were not
statistically significant, but tests for structural changes have little power to detect differences when
sample sizes are small, as they are here. For this reason, models were compared on the basis of their
out-of-sample forecasting properties. Table 111.4 indicates that the out-of-sample forecasts of the
1980 model are less accurate than for the 1977 model, with a two-year-ahead rmse for the 1980 model
of 477, compared with 248 for the 1977 model. The evidence thus suggests that truncating the
sample period at 1980 would reduce the forecasting accuracy of the model.”

A similar result was found when the sample period was truncated at 1982, to reflect the
legidative changes of OBRA 1981. Column 6 of Table 111.3 shows the results for this model (Mode
P.7). A comparison between Model P.7 and Model P.4 shows that truncating the sample period
skews the unemployment coefficients, with greater weight placed on lagged unemployment. The
coefficient for current unemployment in the post-OBRA mode is small and statigticaly insignificant.

However, the out-of-sample forecasting accuracy of the post-OBRA model was inferior to the

16Because the purchase requirement was eliminated by the last quarter of 1979, the sample
period was truncated so that the first quarter of 1980 became the first observation.

171 some contexts, it is possible to test statistically for structural change (Johnston, 1984).
However, in this case, the tests have very little power to detect structural change due to the relatively
brief periods being compared.
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accuracy of both the post-EPR model and the basic model that used 1977 as the starting point. The
two-year-ahead rmse was 504 for the post-OBRA model, compared with 477 for the post-EPR model
and 248 for the basic model.

In the remainder of the analysis, dummy variables are included to capture the effects of
legidative changes on participation. However, as more data become available, it may be appropriate
to evaluate alternative models, to examine whether the earlier period of legislative changes can be

excluded from future modd estimation.

e. Lagged Program Participation as an Explanatory Variable

Lagged dependent variables are sometimes used as explanatory variables in aggregate models.
In Model P.2, lagged program participation was entered as an explanatory variable, and the estimated
coefficient for lagged participation was highly statistically significant.

However, the results of the Durbin-A tests reported in the previous section indicated that serial
‘correlation may be present in a modd that includes lagged participation as an explanatory variable.
When the error term is seridly correlated and the lagged dependent variable is used as an explanatory
varidble, ordinary least squares estimates of all regresson coefficients are biased and inconsistent, as
are forecasts from regression models estimated with ordinary least squares (Johnston, 1984). The
econometric difficulty lies in the correlation between lagged participation and the error term. Errors
in the previous period affect both participation in the previous period, which is an explanatory
variable, and errors in the current period. Correlation between explanatory variables and the error
term violates the conditions under which ordinary least squares yields unbiased and consistent
coefficient  estimates.

Hatanaka (1974) developed instrumenta variables techniques that yield consistent estimates of
the regression coefficients when serial correlation is present with a lagged dependent variable.
However, when these techniques were applied to Model P.2, the estimated coefficient of lagged

program participation was negative and did not differ statisticaly from zero. This result suggests that
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the significant effect of lagged participation in Model P.2 earlier may be due to the correlation
between lagged participation and the error term, rather than to lagged participation directly. For this
reason, lagged participation is excluded as an explanatory variable in the remainder of the analysis
here. However, as more data become available in the future, it may be useful to explore other lagged

participation models.

3. Other Explanatory Variables

The results of the specification checks indicated that a reasonable regression model for
forecasting program participation exhibits several characteristics. The model is based on quarterly
data beginning in 1977, and includes unemployment and lagged unemployment variables, seasonal
dummy variables, several variables to incorporate the effects of legislative changes, and a correction
for serial correlation. This section reports the results from a number of models of this type that
included additional explanatory variables.

On the basis of the conceptua framework, other explanatory variables for the regresson models
were classified as representing general economic conditions, the demographic composition of
households, FSP parameters, or legidative changes to the program. Table 111.5 lists the variables that
were included in each of the categories.

The demands of forecasting FSP participation on the basis of other forecasted variables clearly
place a premium on parsimonious models that include explanatory variables for which forecasts are
readily obtained. In recognition of these demands, the modeling strategy used to examine additional
explanatory variables was to introduce one additional variable at atime to the basic model specified
earlier. The estimated coefficients for the additional variable were examined to determine whether
their sign and magnitude were reasonable. For models whose coefficients were reasonable, out-of-
sample forecast errors were calculated and compared with the out-of-sample forecasts errors from

the basc modd.
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TABLEIILS
EXPLANATORY VARIABLES FOR FSP PARTICIPATION AND BENEFIT REGRESSION MODELS

1. General Economic Conditions Number of unemployed workers®
Unemployment rates
cprb
CPI for food consumed a home®
Per-capita disposable income®
Number of workers exhausting Ul benefits?
Number of firs Ul payments
Number of workers employed in the personal services industry*
Number of workers employed in retail trade
Number of workers employed in nonagricultural jobs*
Hourly wages®
Houriy wages in the personal services industry®
Hourly wages in retail trade?
Weekly earnings?
Weekly earnings in the persona services industry?

Weekly earnings in retail trade®

2. Demographic Characteristics Number of female-headed households with chikiren under 18¢
Number of female-headed households below poverty with children under 18f
Number of AFDC recipients?
Number of SSI recipients®

3. Program Parameters Maximum allotment
Standard deduction
Excess shelter and child care deductions

4. Legislative Changes Elimination of purchase requirement (FY 1979)

Legidative changes in 198182 (OBRA 1981, Agricultural and Food Act of
1981, and OBRA 1982)

Food Security Act (FY 1986)
IRCA (FY 1987)
Hunger Prevention Act (FY 1988)

2U.S. Department of Labor, Bureau of Labor Statistics, Employment and Earnings.

®y.S. Department of Labor, Bureau of Labor Statistics, Monthly Labor Review.

°Council of Economic Advisors, Economic Report of the President.

9U.8. Department of Health and Human Services, Social Security Administration, Social Security Bulletin,

“Unpublished data, U.S. Department of Labor, Employment and Training Administration, Unemployment Insurance Service.
‘U.S. Department of Commerce, Bureau of the Census, Curreat Population Reports, Series P-60.
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In a number of estimated models, the estimated coefficients for the additional explanatory
variables were numerically small or statistically insignificant. The magnitudes of the out-of-sample
forecast errors for these models were usually similar to those of the out-of-sample forecast errors
from the basic modd estimated without additional variables. Because the text here focuses primarily
on potentially interesting alternative models, Appendix B reports the results from the estimated

models that did not improve significantly on the basic model.

a. General Economic Conditions

The additional variables that represented general economic conditions included the aggregate
number of unemployed workers, the aggregate number of workers who exhaust their unemployment
insurance (Ul) benefits, and per-capita disposable income. The number of unemployed workers
directly captures the size of a population that may need food stamp assistance, and may be correlated
with several other general economic conditions. The number of workers who exhaust their Ul
benefitsis a potentially useful explanatory variable because such workers are generally unemployed
for at least six months, and may thus need food stamp assistance. Per-capita disposable incomeis a
summary measure of economic prosperity that may also have an impact on program participation.
Wage rates and employment levels in the personal services industry were considered, because
conditions in this industry may greatly reflect the economic conditions facing the population that is
eligible to receive food stamps.

Table 111.6 reports the results of two specifications with the added economic variables. Column
1 of Table 111.6 reports the estimated coefficients for the basic model (Model P.8), in which the
number of unemployed workers was substituted for the unemployment rate. As mentioned earlier,
the number of unemployed workers directly captures the size of a population that may need food
stamp assistance. Because the unemployment rate is the number of unemployed workers divided by

the size of the labor force, changes in the size of the labor force may change the unemployment rate
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TABLE I11.6

REGRESSION MODELS OF FSP PARTICIPATION THAT
CONTAIN ADDITIONAL EXPLANATORY VARIABLES

(1) ) (3) 4
Mode P.8 Mode P.9 Model P.10  Model P.11

Number of unemployed workers 0.35 0.32 0.44 0.44
(thousands) (0.12) (0.12) (0.08) (0.10)

Number of unemployed workers 0.25 0.24 0.09 0.23
lagged one quarter (0.10) (0.12) (0.08) (0.20)
(thousands)

Number of workers employed in - -1.59 - -
the personal services industry (1.18)

(thousands)
AFDC recipients (thousands) - 1.56 -
(0.23)

Number of female-headed - - — 2.90
households with children (1.06)
under 18 (thousands)

Elimination of purchase 5,099.8 5,156.9 4,591.0 4,637.6
requirement (EPR) (449.7) (450.1) (380.2) (488.8)

OBRA 1981 (REC2) -675.8 -545.5 -163.1 -666.7

(232.9) (66.3) (210.5) (255.2)

1st quarter dummy 206.1 216.1 198.8 2355

(73.8) (74.4) (50.5) (65.8)
2nd quarter dummy 500.7 585.1 226.6 476.6
(116.0) (128.3) (88.5) (103.0)
3rd quarter dummy 239.8 265.8 207.3 268.3
(90.6) (91.4) (64.5) (83.2)
Constant 10,099.2 11881.6 -6,183.0 -11,764.1
(646.5) (1,518.2) (2,594.6) (8,854.0)
p 0.78 0.79 0.95 0.95
(0.09) (0.10) (0.05) (0.02)

R? 0.99 0.99 0.99 0.99

Standard error of the regression 231.4 2284 166.3 217.0

Durbin-Watson dtetistic 1.4 13 19 17

Sample period FY 1977.1- FY 1977.1- FY 1977.1- FY 1977.1-

FY 1989.4 FY 1989.4 FY 1989.4 FY 1989.4

NOTES: . Standard errors are in parentheses. The dependent variable is the monthly average of
FSP participants (in thousands) during a fiscal-year quarter. The data used for estimation
are shown in Appendix D.
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in a direction opposite from the direction of the change in the number of unemployed workers. The
estimated coefficients for Model P.8 indicate that FSP participation would increase by roughly 6
persons when unemployment grows by 10 workers.1® The out-of-sample forecasting accuracy of
Model P.8 was somewhat lower than the accuracy of Model P.4, which contained the unemployment
rate; in Model P.8, the two-year-ahead rmse was 272, compared with 248 in Model P.4 (see Table
111.7). In general, the overall results were not affected by the inclusion of unemployment levels
rather than unemployment rates, but using unemployment levels is preferred because they will
increase as the population and FSP participation increase.

Column 2 of Table 111.6 reports the estimated coefficients for Model P.9, which contains the
number of persons employed in the personal services industry. The estimated coefficient for the
personal services variable was negative, but only marginally significant. The value of the estimated
coefficient indicates that FSP participation drops by 1.6 persons for each worker employed in the
personal servicesindustry. However, the out-of-sample forecasting accuracy for Model P.9 was low
(see Table I11.7), with a two-year-ahead rmmse of 442, compared with 272 for Model P.8, which did

not include the personal services variable.1?

b. Demographic Composition
Aggregate FSP participation may be affected by shifts in the demographic composition of the

population, as discussed in the conceptua framework. The variables used to account for demographic

18The estimated coefficients cannot be interpreted to mean that the FSP participation rate among
unemployed workers is 60 percent. The unemployment variable is correlated with a host of economic
factors, each of which may affect FSP participation.

19The rel atively low Durbin-Watson statistics for Models P.8 and P.9 indicate that these models
may contain higher-order serial correlation. However, statistical tests for second-order seria
correlation yielded ambiguous results, depending on the model that was specified. This pattern
suggests that the second-order serid correlation is due to variables that are excluded from the model,
rather than to the structure of the error term.
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TABLE I11.7

MEASURES OF OUT-OF-SAMPLE FORECAST ERROR OF REGRESSION MODELS OF FSP
PARTICIPATION THAT CONTAIN ADDITIONAL EXPLANATORY VARIABLES
(Participants in Thousands)

(1) 2 3 4 5
Modd P.4 Model P.8 Moée? P9 Moéel)mo Mod(el) =]]

Two Years Ahead
mfe
FY 1988 -324.0 -133.0 276.3 334.0 -302.5
FY 1989 92.9 316.5 556.0 613.8 -100.3
Average -1156 91.8 416.2 473.9 -201.4
mse
FY 1988 349.4 191.0 305.3 364.6 3116
EY 1989 146.2 352.3 577.8 620.7 142.0
Average 241.7 271.7 4416 492.7 226.8
One Year Abead
mfe
FY 1988 925 10.0 1715 230.8 9438
FY 1989 105.5 226.3 349.8 155.8 -59.0
Average 6.5 1181 260.1 1933 -78.7
rmse
FY 1988 146.3 116.5 212.7 269.2 1204
FY 1989 157.7 2770 393.6 173.7 113.1
Average 152.0 196.8 303.2 2215 116.8
Six Months Ahead
mfe
FY 1988.3-FY 1988.4 189.0 202.0 191.0 250.5 179.0
FY 1989.3-FY 1989.4 254.0 338.2 378.0 157.5 168.0
Average 2215 270.1 284.5 204.0 1735
rmse
FY 1988.3-FY 1988.4 191.2 202.2 191.3 253.6 179.2
FY 1989.3-FY 1989.4 260.7 353.0 392.7 168.4 179.7
Average 226.0 277.6 292.0 211.0 179.5

NOTE: Models were estimated through FY 1986 and FY 1987 to generate two-year-ahead out-of-sample forecasts for FY 1988 and FY
1989, respectively; through FY 1987 and FY 1988 to generate one-year-ahead out-of-sample forecasts for FY 1988 and FY 1989,
respectively; and through FY 1988.2 and FY 1989.2 to generate six-month-ahead out-of-sample forecasts for FY 1988.3-FY 1989.4
and FY 1989.3-FY 1989.4, respectively. The estimation resutlts for the models used to generate out-of-sample forecasts are
included as supporting tables in a separate volume.

s
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composition include the number of femae-headed households with children younger than age 18, the
number of households with children younger than 18 that are below the poverty line, the number of
AFDC participants, and the number of SSI participants.

Column 3 of Table I11.6 shows the results from a model that includes the number of AFDC
participants (Model P.10). The estimated coefficient for the AFDC variable was positive and
satisticaly significant. The value of the coefficient indicates that FSP participation rises by 1.6
persons for every AFDC participant. The magnitude seems reasonable, considering the: categorical
eigibility of AFDC participants for food stamp benefits and the correlation between AFDC
participation and the size of the FSP-eligible population. However, the out-of-sample forecasting
accuracy of the AFDC model was low, with a two-year-ahead rmse of 493, compared with 272 for
Model P.8, which did not include AFDC participation.

Column 4 of Table I11.6 shows the results when the number of femal e-headed households with
children younger than 18 isincluded (Model P.ll). The estimated coefficient for the female-headed
household variable was positive and statisticaly significant. The coefficient value indicates that FSP
participation increases by 2.9 persons for every female-headed household with children younger than
18. The out-of-sample forecasting accuracy of Model P.Il was high, with a two-year-ahead rmse of
227, compared with 272 for Model P.8, which did not include the femae-headed household varigble.

However, the greater forecasting accuracy of Model B.lIl may be due to the particular time
period chosen for evaluating forecasts (that is, 1988 and 1989). The uniform upward trend of the
female-headed household variable means that a mode which includes female-headed households with
an estimated positive coefficient will generally predict greater FSP participation two years ahead.
Because actual FSP participation rose in 1989, Model P.Il predicts participation accurately for that
particular year, and thus appears to perform the most effectively among the set of aternative models.
However, if participation had fallen in 1989, Model P.11 might have forecast participation poorly for

that year. For this reason, the more accurate forecasts from Model P.Il should be viewed with
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caution. Model P.Il must be tested further with future sample periods to determine whether the

model does in fact forecast FSP participation accurately in awider variety of circumstances.

c. Program Parameters

Since FSP participation is affected by the benefits received by households, the maximum benefit
allotment for a family of four, the standard deduction, and the excess shelter and child care
deductions were entered as explanatory variables. However, when these variables were included in
Model P.8, the signs of the estimated coefficients were usually counterintuitive, or the estimated

coefficients were not datigtically significant. Appendix B shows'the results from these models.

d. Legislative Changes

The effects of the EPR and the 1981 OBRA program changes were included in the basic model.
In addition to these acts, the Food Security Act of 1985, the Immigration Reform and Control Act
of 1986 (IRCA), and the Hunger Prevention Act of 1988 aso changed the benefits from or digibility
for the Food Stamp Program. The effects of these three acts were included in the basic model via
dummy variables that assumed a value of zero prior to the effective date of the legidated change, and
avalue of one after the date of the legidative change. However, these variables generally had only
small effects on forecast errors relative to the basic model. Appendix B shows the results from

models that included additiond legidative variables.

4. Confidence Limits for Program Participation Forecasts

The reliability of forecasts of future program participation can be assessed by computing forecast
confidence intervals. Confidence intervals for forecasts are dtatistical estimates of the range of vaues
within which the variables being forecast are likely to fall.

Forecasted values from aregression model could differ from subsequently observed values for
four reasons. (1) the modd could be specified incorrectly, (2) the values of the explanatory variables

used to compute the forecasts may differ from subsequently observed values, (3) the estimated
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coefficients of the model may differ from the true coefficients due to sampling variability, and (4)
random variation could affect program participation and benefits. The confidence intervals computed
in this section take into account the third and fourth sources of variation, 20

Table I11.8 shows forecasts of program participation for 1988 and 1989 from the basic
participation model (Model P.8), and the upper and lower 95 percent confidence limits for each
forecasted value.2! The confidence intervals for the 1989 quarterly forecasts of participation are
plus or minus 1.1 million participants for the first quarter of 1989, growing to 1.2 million participants
by the fourth quarter of 1989. In percentage terms, the confidence intervals for participation in 1988
and 1989 are plus or minus 6 to 7 percent of the average forecasted value for participants per month.

Figures I11.1 and 111.2 plot program participation forecasts, confidence limits for the forecasts,
and actual program participation for 1988 and 1989. The vertical lines in the figures indicate the
points at which the sample periods end and the out-of-sample forecasting periods begin. The
confidence intervals display a modest widening as forecasts are made further into the future. The
increase in the width of the confidence intervals as forecasts are made further into the future is due
to the diminishing serial correlation effect, which was discussed earlier in Section IIL.A. Moreover,
because forecasts of the explanatory variables are themselves less accurate further into the future,

the true confidence limits will be wider than those shown in Figures [11.1 and 111.2.

20The second source of variation is also important. In the context of FSP participation models,
the primary explanatory variable is unemployment, which is forecast by the Office of Management
and Budget. Appendix A discusses the accuracy of OMB unemployment-rate forecasts from 1980 to
1989 and the effects that unemployment-rate forecast error would have on participation forecast
confidence intervals. lllustrative calculationsin Appendix A suggest that the forecast errors for the
unemployment rate substantially increase the forecast errors for FSP participation.

2lThe confidence limits were calculated with SAS Proc AUTOREG, which incorporates the
improvement in forecasting accuracy due to the first-order autoregressive structure of the error term.
However, AUTOREG does not account for the additional variance introduced from using an
estimated value of the autocorrelation parameter when participation is forecast. The confidence
limits shown in Table 111.8 are thus somewhat more narrow than the theoretically correct limits. In
practice, the increase in the width of the confidence interval due to the estimation of the
autocorrelation parameter is small (Harvey, 1981).
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TABLE 111.8

CONFIDENCE INTERVALS FOR TWO-YEAR-AHEAD OUT-OF-SAMPLE
FORECASTS OF FSP PARTICIPATION

(M) ) 3)
Lower Bound of 95 Upper Bound of 95
Participation Percent Confidence Percent Confidence
Forecast (millions) Intervd  (millions) Intervdl  (millions)
FY 1988
Quarter 1 18.7 175 19.8
Quarter 2 19.2 18.0 204
Quarter 3 18.8 17.6 20.0
Quarter 4 184 17.1 19.6
FY 1989
Quarter 1 18.3 17.2 19.4
Quarter 2 18.8 17.7 20.0
. Quarter 3 18.6 174 19.7
Quarter 4 18.2 17.0 19.4

NOTE: Modd P.8 in Table 111.6 was estimated through FY 1986 and FY 1987 to calculate the two-
year-ahead out-of-sampl e forecasts and their confidence limits for FY 1988 and FY 1989,
respectively. SAS Proc AUTOREG was used to compute the confidence limits.
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C. FORECASTING MODELS OF AVERAGE FOOD STAMP BENEFITS

This section examines two methods, for forecasting average food stamp benefits. The first
method, which FNS used through FY 1989, is based on a formula derived from simulation methods
to predict average benefits received. A modified formulais also examined, which predicts average
benefits out-of-sample more precisely than does the FNS formula.

Regression models of average benefits are then examined, and their forecasting accuracy is

compared with the forecasting accuracy of formula-based models.

1. Formula-Based Forecasting Models of Average Benefits

Through FY 1989, FNS forecast the average value of benefits received by program participants
according to a formula that adjusted actual benefits received in 1981 for increases in the vaue of the
maximum benefit alotment, the standard deduction, and the excess shelter and child care deductions
for each year since 198122 The formula decays the base value of average benefits in 1981 by
roughly 3 percent in each subsequent year to allow for income growth, and uses quarterly decay
factors within the fiscal year to account for the within-year pattern of decline exhibited by average
benefits.23 An adjustment of $0.35 was added in 1985, and an additional $0.50 was added in 1986
to close a gap between forecasted and actual average benefits. The FNS benefit forecasting model

as of 1989 can be written as:
(B.I) 4By = .85 +.97(1983)4 40.18 + .245(MBA, - 233) + .092(SDy - 85) + .0I8(ESCC, - 115)

where ABqt is the average monthly benefit per participant in year ¢ quarter g, dq are the quarterly

decay factors, MBA is the maximum benefit allotment, SD is the standard deduction, ESCC isthe

22The formula uses pass-through factors that represent the effect of changes in deductions and
the maximum benefit allotment on average food stamp benefits. Due to the complexity of benefit
eligibility determinations and the interactions among deductions, the pass-through factors are
generated with a simulation methodology. FNS updates these estimated pass-though factors
periodically. Recent updates indicate that the factors have been highly stable over time.

23The quarterly decay factors were 0.9925, 0.9875, 0.9750, and 0.9690, respectively.
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excess-shelter/child-care deduction, and the coefficients that multiply the deductions are the pass-
through factors discussed in footnote 224

The formula had a two-year-ahead rmse of $0.17 per month. This rmse represents an error of
0.3 percent from the average benefit of $51.86 in 1989. However, because average benefits are
multiplied by the total number of forecasted participants to arrive a a budgetary estimate for program
benefits, relaively small errors in forecasting average benefits have significant budgetary implications.
For example, assuming 20 million FSP participants per month, an average benefit forecast that was
too low by $0.16 per month would generate a budgetary shortfall of $40.8 million ayear.

Four modifications to the formula were made to improve its forecasting performance: (1) the
value of average benefits in the previous fisca year was substituted for the value of average benefits
in 1981, (2) gross income deductions and maximum benefit alotment values in the previous fiscal year
were substituted for 1981 program values, (3) the annual 3 percent decay factor and the $0.85
adjustment were deleted, and (4) the quarterly decay factors, dq, were calculated as one minus the
average percentage decline in benefits from one quarter to the next quarter over the 1983-1987
pe:riod.25 The motivation for these changes was to benchmark forecasts of average benefits to the

best available information on average benefits, which is the average benefit from the previous year.

In formula terms, the modified model can be written as:

(B2) ABgy = dAByy+ 245%(TFPy-TFPy ) + .092%(SDy - SDy ) + .018%(ESCC, - ESCCy ).

24For Model B.I, the numerical valuesin parentheses are the 1981 values of the Thrifty Food
Plan, the standard deduction, and the excess-shelter/child-care deduction.

Z3The modified estimates for the quarterly decay factors were .996 for the fourth quarter of the
previous fisca year to the first quarter of the next fiscal year, .998 for the first to the second quarters,
.989 for the second to the third quarters, and .996 for the third to the fourth quarters. These factors
were calculated by subtracting the pass-through vaues of the maximum benefit alotment and income
deductions for a fiscal year from the actual average benefits in each quarter, beginning in FY 1983
and ending in FY 1987. This procedure yielded a time series of average benefits adjusted for changes
in deductions and maximum benefit allotments. With this series, the percentage decline in benefits
from one quarter to the next quarter was calculated for each of the five years. Quarterly decay rates
were defined as one minus the average percentage decline in average benefits from one quarter to
the next during the five-year period.
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The modified formula yielded accurate out-of -sample forecasts of average benefits., with a two-
year-ahead rmse of $0.10 and a two-year-ahead mfe of -$0.03. The rmse for the modified formula
represents a significant improvement over the rmse for the basic formula ($0.10, compared with

$0.16).

2. Regression Models of Average Benefits

FNS average benefit forecasts since FY 1989 have been based on a regression model that
includes program parameters and seasonal dummy variables as explanatory variables. However, the
lower out-of-sample forecasting ability of the regression models suggests that the modified formula
may be the better approach for forecasting average benefits.

Column 1 of Table I11.9 reports the estimated coefficients for the FNS regression model
currently being used by FNS to forecast average benefits. The model includes the maximum benefit
alotment, the average monthly net income digibility limit for FSP participants, a dummy variable for
periods after FY 1987, and seasona dummy variables. The model is based on data beginning in 1982.

The estimated coefficients for the FNS average benefit model were reasonable. A one-dollar
increase in the maximum benefit alotment increased the average benefit by $0.23, and. an increase
in the net income digibility limit of $100 reduced the average benefit by $0.90. The R? gatistic was
.99, and the Durbin-Watson statistic indicated that the error term was not serially correlated.

Table 111.10 shows the out-of-sample forecasting statistics for regression models of average
benefits. The out-of-sample forecasting accuracy of the model was similar to the accuracy of the FNS
average benefit formula discussed earlier, with a two-year-ahead rmse of $0.17, compared with $0.16
for the FNS formula model.

Two variations of the FNS average benefit regression model were estimated. The first variation
added the standard deduction and the excess-shelter/child-care deduction to the FNS regression

model. Column (2) of Table I11.9 shows the results from this model. The estimated coefficients
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TABLE I11.9

REGRESSION MODELS OF AVERAGE MONTHLY BENEFITS

O ©) (3)
Mode B.3 Mode B.4 Mode B.5
Maximum allotment for a 0.23 0.22 0.23
family of four (0.01) (0.01) (0.01)
Net monthly household income -0.009 -0.011 -
eigibility limit for a family of (0.002) (0.003)
four
FY 1988 dummy -0.16 -0.23 =
(0.22) (0.24)
Standard deduction 0.014 -
(0.020)
Per-capita disposable income -0.44
(thousands of dollars) (0.15)
1st quarter dummy 0.83 0.83 0.54
(0.09) (0.09) (0.13)
2nd quarter dummy 0.75 0.75 0.58
(0.09) (0.09) (0.12)
3rd quarter dummy 0.25 0.25 0.17
(0.09) (0.09) (0.10)
Constant -71.20 -1.73 -9.83
(1.29) (1.51) (1.49)
P -- -- 0.27
(0.12)
R? 0.99 0.99 0.99
Standard error of the regression 0.18 0.17 0.22
Durbin-Watson datistic 1.90 2.07 1.83
Sample period FY 1982.1- FY 1982.1- FY 1982.1-
FY 1989.4 FY 1989.4 FY 1989.4

NOTES: Standard errors are inparentheses. The dependent variable is the average monthly benefit
received by FSP participants during a fiscal-year quarter. The data used for estimation are

shown in Appendix D.
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TABLE I111.10

MEASURES OF OUT-OF-SAMPLE FORECAST ERROR
FOR MODELS OF AVERAGE MONTHLY BENEFITS

(Dollars)
(1? (2 3
Mode B.3 Modd B.4 Model B.S
Two Years Ahead
mfe
FY 1988 -0.16 -0.20 0.28
FY 1989 -0.01 -0.08 0.77
Average -0.09 -0.14 0.51
rmse
FY 1988 0.24 0.27 0.35
FY 1989 0.10 0.12 0.75
Average 0.17 0.20 0.55
One Year Ahead
mfe
FY 1988 -0.16 -0.21 0.33
FY 1989 0.15 0.15 0.50
Average 0.00 -0.03 0.41
rmse
FY 1988 0.25 0.29 0.39
FY 1989 0.17 0.16 0.51
Average 0.21 0.23 0.45
Six Months Ahead
mfe
FY 1988.3-FY 1988.4 0.08 0.08 0.37
FY 1989.3-FY 1989.4 0.17 0.17 0.41
Average 0.13 0.13 0.39
rmse
FY 1988.3-FY 1988.4 0.24 0.24 0.45
‘FY 1989.3-FY 1989.4 0.18 0.18 0.41
Average 0.21 0.21 0.43

NOTE: Models were estimated through FY 1986 and FY 1987 to generate two-year-ahead out-of-sample
forecasts for FY 1988 and FY 1989, respectively; through FY 1987 and FY 1988 to generate one-
year-ahead out-of-sample forecasts for FY 1988 and FY 1989, respectively; and through FY 1988.2
and FY 1989.2 to generate six-month-ahead out-of-sample forecasts for FY 1988.3-FY 1988.4 and
FY 1989.3-FY 1989.4, respectively. The estimation results for the models used to generate out-of-
sample forecasts are included as supporting tables in a separate volume.

aThe FY 1988 dummy variable was excluded from the models used to generate out-of-sample forecasts.
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differed considerably from the coefficients for the FNS model, but the differences were probably due
to the high degree of correlation among the program parameter variables. For example, the simple
correlation between the standard deduction and the excess-shelter/child-care deduction was .98.
Under these circumstances, ordinary least squares yields unstable parameter estimates. The out-of-
sample forecasting accuracy of this model was also poor, with a two-year-ahead rmse of $1.44,
compared with $0.17 for the FNS regresson model.

The second model variation included disposable income and the maximum benefit alotment, and
excluded average net income eligibility, the standard deduction, and the excess-shelter/child-care
deduction. In preiminary runs, this model exhibited a low Durbin-Watson statistic, and a correction
for serial correlation was thus included in the model shown in Table II1.9. The signs and magnitudes
of the estimated coefficients were reasonable. A one-dollar increase in the maximum benefit
allotment increased average benefits by $0.23 per participant. This value is similar to the value of
the pass-through factor of $0.245 used in the average benefit formulas discussed in the previous
section. Higher average disposable income reduced average benefits, with a $1,000 increase in
disposable income reducing average benefits by $0.44: However, the out-of-sample forecasting
accuracy of this model was poor, with a two-year-ahead rmse of $0.55, compared with $0.17 for the

FNS regresson moddl.

D. REGRESSION MODELS OF TOTAL PROGRAM BENEFITS

The strategy used thus far has been to treat total program benefits as the product of two
components--the total number of participants and the average benefit per participant--and to forecast
each of the components separately. An alternative approach isto use aregression model to forecast
total program benefits directly. Natural choices for the variables to be included in this regression
model are those that have thus far been shown to affect participation and average benefits.

Three models of tota benefits were specified. The firs model included the unemployment leve,

the lagged unemployment level, the maximum benefit adlotment, the net income digibility limit, and
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seasona dummy variables. The second mode included the variables in the first model, as well as the
number of female-headed households with children younger than 18. The third model included the
variables in the second model, as well as disposable income. On the basis of the Durbin-Watson
statisticsin preliminary runs, a serial correlation correction was included in all models.

Table 111.11 reports the estimation results for three regression models of total program benefits.
In the first model, the current and lagged unemployment level increased total benefits, though the
statistical significance of the estimated coefficientswaslow. The maximum benefit allotment had
a strong positive effect on total program benefits, with a one-dollar increase in the maximum benefit
alotment adding $4.3 million to total monthly program benefits. The net income digibility limit also
had a positive effect on tota program benefits, with a one-dollar increase in the eigibility limit adding
$0.71 million to total monthly program benefits. Total program benefits show a strong seasonal
pattern.

The second regression model for total program benefits included the number of female-headed
households, which as shown earlier is a useful explanatory variable for FSP participation. The results
in column (2) of Table I11.11 indicate that the estimated coefficients are somewhat sensitive to the
inclusion of the female-headed household variable. The magnitudes of the unemployment coefficients
increased, and the magnitudes of the program parameters decreased. The estimated coefficient for
femae-headed households was postive and datisticaly significant, with an additiona female-headed
household adding $147 to total program benefits.

The third regression model for total program benefits added disposable income to the second
model. The estimated coefficients were virtually the same as those of the second model, and the
coefficient for disposable income itself was detigticdly insignificant.

Table [11.12 compares the out-of-sample forecasting accuracy of the three total-benefit models.

The two-year-ahead rmse was $38 million per month for Model T.1, $21 million per month for Model

54



TABLE 111.11

REGRESSION MODELS OF TOTAL PROGRAM BENEFITS

(1) ) 3)
Model T.I Mode T.2 Model T.3
Number of unemployed workers 7.86 16.33 16.34
(millions) (7.86) (8.18) (8.52)
Number of unemployed workers 9.85 7.56 7.56
lagged one quarter (millions) (7.29) (6.66) (7.21)
Maximum allotments for a family 4.30 4.04 4.06
of four (0.59) (0.56) (0.58)
Net monthly household income 0.71 0.46 0.46
eigibility limit for a family of (0.29) (0.29) (0.30)
four
Number of female-headed house- - 146.93 147.80
holds with children under 18 (65.87) (67.75)
(millions)
Per-capita disposable income _ - -0.19
(thousands of dollars) (14.70)
1st quarter dummy 3.24 12.57 12.52
(9.96) (10.12) (10.46)
2nd quarter dummy 28.09 26.78 26.74
(8.78) (8.04) (8.31)
3rd quarter dummy 11.75 1541 15.40
(6.30) (5.94) (6.29)
Constant -1,225.7 -2,281.18 -2,293.10
(405.9) (743.59) (944.6)
p 0.96 0.98 0.98
(0.03) (0.02) (0.02)
R? 0.96 0.96 0.96
Standard error of the regression 10.40 9.57 9.81
Durbin-Watson datistic 1.98 1.85 1.85
Sample period N 1982.1- N 1982.1- N 1982.1-
N 1989.4 N 19894 N 19894

NOTES: Standard errors are in parentheses. The dependent variable is the monthly average of
total benefits (in millions) received by FSP participants during a fisca-year quarter. The
data used for estimation are shown in Appendix D.
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TABLE Ill. 12

MEASURES OF OUT-OF-SAMPLE FORECAST ERROR FOR
REGRESSION MODELS OF TOTAL FSP BENEFITS
(Millions of Dollars per Month)

(1) 2) (3)
Model T.I Modd T.2 Modd T.3
Two Years Ahead
mfe
FY 1988 -23.72 11.38 65.30
N 1989 50.21 24.80 148.00
Average 13.25 18.09 106.65
rmse
FY 1988 25.03 13.69 68.03
N 1989 51.28 28.84 149.55
Average 38.15 21.26 108.79
One Year Ahead
mfe
FY 1988 32.96 3.25 83.00
N 1989 -4.10 -4.60 -3.88
Average 14.43 -0.68 39.56
rmse
N 1988 33.98 10.29 85.39
N 1989. 8.94 7.87 7.37
Average 21.46 9.08 46.38
Six Months Ahead
mfe
FY 1988.3-N 1988.4 12.65 10.80 30.15
N 1989.3-N 1989.4 16.15 11.05 11.68
Average 14.40 10.93 20.92
rmse
N 1988.3-N 19884 13.84 11.73 32.39
N 1989.3-N 1989.4 17.50 13.31 14.01
Average 15.67 12.52 23.20

NOTE: Models were estimated through N 1986 and N 1987 to generate two-year-ahead out-of-
sample forecasts for N 1988 and N 1989, respectively; through N 1987 and N 1988 to
generate one-year-ahead out-of-sample forecasts for N 1988 and N 1989, respectively; and
through N 1988.2 and N 1989.2 to generate six-month-ahead out-of-sample forecasts for
N 1988.3-FY 1988.4 and N 1989.3-FY 1989.4, respectively. The estimation results for the
models used to generate out-of-sample forecasts are included as supporting tables in a
separate volume.
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T.2, and $109 million per month for Model T.3. One-year-ahead and six-month-ahead rmse values

had the same pattern.

E. COMPARING ALTERNATIVE APPROACHES FOR FORECASTING TOTAL PROGRAM
BENEFITS

Two approaches were considered for forecasting total program benefits. The first gpproach was
to separate total benefits into two components--program participation and average benefits per
participant--and to use regresson models or formula-based models to forecast each component. The
second approach was to estimate a regresson model of total program benefits. The utility of the two
approaches for forecasting FSP benefits can be compared by combining particular participation and
average benefit models to generate forecasts in terms of total program benefits. The total benefit
forecasts from combined participation and benefits models can then be compared with benefit
forecasts from the total benefit regression models.

Table 111.13 shows out-of sample participation forecasts for 1988 and 1989 for two regression
models of participation, the FNS model (Modd P.2) and the “basic” model (Mode P.8).26 Column
3 of Table 111.13 shows actua participation in 1989. The forecasts of the two models are similar in
1988, except for the fourth quarter. For the last two quarters of 1989, the participation forecast of
Model P.8 was greater by 600,000 than the forecast of Model P.2, and actual participation in those
guarters exceeded even these forecasts.

Table 111.14 shows out-of-sample average benefit forecasts for 1988 and 1989 from three models:
(2) the original FNS formula, Model B.l, (2) the modified formula, Model B.2, and (3) the average

benefit regresson, Modd B.3. Column 4 of Table I11.14 shows actual average benefits in 1988 and

%,

26Model P.8 generated somewhat |ess accurate forecasts than did Model P.4. However, Model
P.8 was chosen for comparison purposes because its inclusion of unemployment levels as an
explanatory variable is more consistent with food stamp participation than Model P.4’s inclusion of
unemployment rates.
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TABLE IlI. 13

‘COMPARISON OF ALTERNATIVE OUT-OF-SAMPLE FORECASTS OF
MONTHLY FSP PARTICIPATION IN FY 1988 AND FY 1989
(Millions of Participants)

(1)? (22 3)
FNS Model P.2 Mode P.8 Actual Participation
FY 1988
Quarter 1 18.7 18.7 1134
Quarter 2 19.2 19.2 19.0
Quarter 3 18.7 18.8 li3.8
Quarter 4 18.0 18.4 1134
Average 18.6 18.8 18.7
mfe .009 -.133
rmse 232 191
FY 1989
Quarter 1 18.1 18.3 18.6
Quarter 2 18.6 18.8 18.9
Quarter 3 18.2 18.6 18.9
Quarter 4 17.6 182 18.8
Average 18.1 18.5 18.8
mfe .640 317
rmse 701 352
Two Years Ahead
Average mfe 325 .092
Average rmse 467 242

NOTE: The forecasts refer to the monthly average of FSP participants (in millions) during the
fiscal-year quarter.

4Qut-of-sample forecasts for FY 1988 and FY 1989 were generated from models estimated through

FY 1986 and FY 1987, respectively, and based on the actual values of explanatory variablesin FY
1988 and FY 1989.
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TABLE I11.14

COMPARISON OF ALTERNATIVE OUT-OF-SAMPLE FORECASTS OF
AVERAGE MONTHLY FSP BENEFITS IN FY 1988 AND FY 1989

(Dollars)
(1) (2 A 4
FNS Modified FNS Regression Actua Average
Formula B.1 Formula B.2 Model B.32 Monthly Benefit
FY 1988
Quarter 1 S0.28 50.15 50.39 50.21
Quarter 2 50.11 50.08 50.29 49.99
Quarter 3 49.70 49.66 49.78 49.49
Quarter 4 49,50 49.51 49.47 49.62
Average 49.90 49.85 49,98 49.82
mfe -0.07 -0.02 -0.16
rmse 0.14 0.12 0.24
FY 1989
Quarter 1 52.09 52.23 52.26 52.21
Quarter 2 51.93 52.16 52.22 52.10
Quarter 3 51.33 51.74 51.70 51.59
Quarter 4 51.34 51.59 51.37 51.55
Average 51.72 51.93 51.89 51.87
mfe 0.19 -0.04 -0.01
rmse 0.20 0.08 0.10
Two Years Ahead
Average mfe 0.06 -0.03 -0.09
Average rmse 0.17 0.10 0.17

NOTE: The forecasts refer to the monthly average benefits received by FSP participants in the
fiscal-year quarter.

*Two-year-ahead out-of-sample forecasts for the regression mode! in column 3 were generated with
estimates from Model B.3 in Table ITL.9, based on data through FY 1986 and FY 1987.
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1989. The forecasts from all three models were generally close to actual average benefits. However,
the modified formula tended to over-forecast benefits, whereas the FNS formula tended to
underforecast benefits.

Table 111.15 shows out-of-sample total program benefit forecasts for 1988 and 1989 from three
models. (1) the FNS participation model (Model P.2) combined with the FNS average benefit
regression model (B.3), (2) the basic participation model (Model P.8) combined with the modified
benefit formula (B.2), and (3) the total benefit regression model (Model T.2). Each of the three
models under-forecast total program benefits for 1989, especidly in the last two quarters of the year.
The total benefit regression model, Model T.2, under-forecast benefits by $12 million per month in
the third quarter of 1989 and by $32 million per month in the fourth quarter of 1989. The rmse
values were close in 1988, but were quite different in 1989, equalling $53 million for the combined
FNS model, $17 million for Model P.8 combined with the modified benefit formula, and $29 million
for Model T.2.

The evidence suggests that Model P.8 (column 1 of Table I11.6) combined with the modified
average benefit formula may provide the most accurate forecasts of total program benefits among the
set of alternative models. However, the total benefit regression model, Model T.2, performed
relatively well considering its modest size, and should be considered an attractive alternative.

If a participation forecast is required independently of the total benefit forecast, the total benefit
regression model could be used in combination with a participation model, such as Model P.8. A
forecast of average benefits is implied by the ratio of forecasted total benefits to forecasted
participation. For example, based on the 1989 forecasts of total benefits from the total benefit
regression model, Model T.2, and participation from Model P.8, the implied 1989 quarterly average
benefit forecasts would be $52.33, $51.97, $50.73, and $50.67. The last two values are somewhat low
relative to the forecasts of the other models, but, overall, the implied average benefit forecasts are

similar to the direct forecasts from the other average benefit models.



TABLE 111.15

COMPARISON OF ALTERNATIVE TWO-YEAR-AHEAD OUT-OF-SAMPLE
FORECASTS OF MONTHLY FSP BENEFITS IN FY 1988 AND FY 1989
(Millions of Doallars)

(1) )
FNS Model Model P.3, 3) 4
P.2, FNS Modified FNS Total Benefit Actua Total
Benefit Benefit Regression Program
Regresson B.3 Formula B.2 Mode T.2 Benefits
FY 1988
Quarter 1 940.4 938.8 922.7 926.1
Quarter 2 963.0 962.7 942.4 947.8
Quarter 3 932.3 934.9 917.3 931.2
Quarter 4 891.7 908.9 889.3 912.0
Average 931.9 936.3 917.9 929.3
mfe -2.6 7.1 11.4
rmse 14.6 10.1 13.7
FY 1989
Quarter 1 943.9 957.6 957.7 969.7
Quarter 2 969.3 981.1 977.0 986.5
Quarter 3 941.6 960.7 943.6 976.4
Quarter 4 872.3 939.8 922.2 967.0
Average 931.8 959.8 950.1 974.9
mfe 43.1 151 24.8
rmse 52.8 17.0 28.8
Two Years Ahead
Average mfe 20.3 4.0 18.1
Average rmse 33.7 13.6 21.3

NOTE: Theforecasts refer to total FSP monthly benefits in the fiscal-year quarter.
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Three approaches for forecasting FSP benefits were not pursued here, but may be interesting
avenues for future investigation. The first approach would be to estimate separate regresson models
of FSP participation for each state, to use the estimated models to forecast participation for each
state, and to aggregate the state forecasts to arrive at a national forecast. Implementing this
approach may be difficult if unemployment levels or rates are unavailable at the state level, but it
would potentialy yield more accurate forecasts if the estimated State-level regresson models differed
considerably from the estimated aggregate model.

The second approach would be to view the FSP participation model and the average benefits
models as two equations whose random error terms may be correlated. For example, random factors
may increase FSP participation at the same time that they increase average benefits. The two-
equation model could be estimated smultaneoudly as a seemingly unrelated regresson model, which,
if the error terms of the two equations are correlated (Johnston, 1984), will generate more precise
parameter estimates than separate estimation. However, in general, forecasting experience with these
modes to date has been limited’

The third approach would be to consider FSP participation and average benefits as
contemporaneous functions of each other, leading to a simultaneous-equations model. In this case,
sophisticated estimation techniques, such as two-stage least squares, would be required (Johnston,

1984).

F. SUMMARY
A variety of FSP participation and benefit models have been estimated and assessed in terms of
their forecasting accuracy. The key findings are as follows:
. The participation models that were estimated generally yielded two-year-ahead
participation forecasts that were accurate to within plus or minus 6 to 7 percent per
month, or, equivalently, to within plus or minus roughly 1 million participants per

month. Even if future average benefits were known with certainty, this level of
forecasting accuracy implies that models may have forecast errors on the order of plus
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or minus $840 million annually. Larger errors may occur if the forecasts of
macroeconomic quantities on which the participation forecasts are based are inaccurate.

« The forecasting performance of ‘some participation models was margindly better than
the performance of others. Forecasts generated by a participation model whose
explanatory variables included the number of unemployed workers, variables for
seasonality, and a correction for the correlation of random factors over time were the
most accurate.

« The forecasting accuracy of the limited number of regresson models of average benefits
that were estimated was generally inferior to the accuracy of a formula approach for
forecasting average benefits that relied on parameters estimated with a simulation
methodology.

. A regression model of total program benefits provided forecasts whose accuracy was
similar to the accuracy of forecasts from two-equation participation and average benefit
models.

FSP participation and benefits are affected by numerous factors that cannot be captured fully
in any one model. The structure of the Food Stamp Program and the structure of other related
programs evolve continuously, as does the structure of the economy and public perceptions of the
program. In this context, the best forecasting model at any particular point in time may become
outmoded quickly, and frequent assessments of a model’ s forecasting performance are sensible. In
particular, the alternative models explored in this chapter have been evaluated in part according to
their ability to predict participation in 1989, ayear in which historical patterns of participation may
have shifted. Future assessments are necessary to determine whether the models that performed well

here continue to do so during more stable periods.
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IV. A FRAMEWORK FOR FORECASTING FOOD STAMP
PROGRAM PARTICIPATION AND BENEFITS

Having considered a number of candidate models for forecasting FSP participation and benefits,
it is appropriate to discuss the framework of a forecasting process in which the models will play a
role.

The purpose of aforecasting framework is (1) to provide a mechanism for tracking the quality
of forecasts over time, (2) to provide a system for updating the empirical model to reflect new
information and data, and (3) to provide a vehicle for replicating forecasts. A forecasting process that

meets these three criteria can be described in the following six steps, which are discussed in turn:

1. Specifying and estimating the empiricad model

2. Obtaining forecasts of the independent variables

3. Generating forecasts of the dependent variable (that is, FSP participation or benefits)
4.  Specifying and estimating the effects of out-of-mode factors

‘5. Reporting the results of steps |-4

6. Evauating the quality of forecasts

A. SPECIFYING AND ESTIMATING THE EMPIRICAL MODEL

Thefirst step in the forecasting processis to specify an empirical model precisely, and then to
estimate the specified model. The necessary specificationsinclude (1) the independent variables to
be included in the model, (2) the time period over which the model is to be estimated, (3) the
functiona form of the model, and (4) the statistical characteristics of the error term. It isimportant
that the modd specifications and any changes to the specifications be documented clearly, to facilitate
assessing the extent to which changes improve the quality of forecasts.

In generd, estimating the model presents no difficulties for the forecasting process. Models that

are estimated with ordinary least squares should yield the same estimates with al publicly available
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software packages. However, the techniques used in some packages to estimate more sophisticated
models (such as those with serially correlated errors) are different, and it is useful to note these

features of the estimation techniques explicitly when the results of the estimation are reported (in

step 5).

B. OBTAINING FORECASTS OF THE EXPLANATORY VARIABLES

Some types of models require forecasted vaues of the explanatory variables to calculate forecasts
of the dependent variable. For example, some of the models examined in Chapter |1l use the
unemployment rate as an explanatory variable for FSP participation, thus requiring forecasts of the
unemployment rate. Forecasted values for other explanatory variables might also be necessary--for
instance, for such demographic variables as the number of female-headed households. Forecasts of
the unemployment rate can generally be obtained from the Office of Management and Budget
(OMB), and forecasts of some demographic variables are available from the U.S. Bureau of the
Census. The approximate date on which the forecasts were made should be noted, since forecasts
for a future time period will differ according to when they were generated.

Of course, the quality of FSP participation and benefit forecasts depends on the quality of the
other forecasts used in the process. For thisreason, it is useful to monitor the quality of the forecasts
of the explanatory variables. (Appendix A examines the quality of the OMB forecast of the
unemployment rate, and indicates that the OMB forecasts were inaccurate in the early 1980s but have

been more accurate in recent years).

C. GENERATING FORECASTS OF THE DEPENDENT VARIABLE
Substituting forecasted values of the independent varigbles into the empirical model to generate

forecasts of the dependent variables, such as FSP participation or average food stamp benefits



received (see Section IILA), is straightforward.” However, it is aso useful to calculate a confidence

interval of the forecast, to assess the rdliability of the forecast itself (see Seetion 111.B.3).

D. SPECIFYING AND ESTIMATING THE EFFECTS OF OUT-OF-MODEL FACTORS

It is generaly possible to obtain a better forecast of the dependent variable if additional
information is known about the factors that affect the dependent variable in the forecasting period.
For example, if one knows that a program change will increase participation in the future, this
information could be used to supplement the model forecast, which by design cannot capture this type
of information. However, if mode forecasts are modified in arbitrary ways, forecasts would be open
to the claim that they are unsubstantiated and reflect only the judgment of the forecaster.

A compromise between purely model-based forecasts and arbitrary forecasts is possible if out-of-
model adjustments to the model forecasts are accompanied by detailed justifications of the
magnitudes used for the adjustments. For example, a prospective program change might be assumed
to generate a 5 percent increase in future participation because the change is ssimilar in nature to a
previous program change that had generated a 5 percent participation increase. Though it is
generally possible only to place arange of values on the effects of prospective program changes or
changes in other factors outside the model, it would be useful to document the derivation of the
range of values. A later examination of the documentation may revea insghts to help improve future
out-of-model  forecasts.

A clear digtinction should be made between out-of-model adjustments to the model forecasts and
adjustments made to compensate for previous model forecast errors. The estimated models discussed
in Chapter I11 account for previous errors via the estimated serial correlation parameter. If out-of-
model adjustments to the model forecasts are made to account for previous forecast errors, the errors

will in a sense have been accounted t:+ twice, which may generate larger future forecast errors.

‘Generating forecasts of the dependent variable becomes more complex when serid correlation
is present. The appropriate method for generating forecasts of the dependent variable for this case
was discussed in Section A of Chapter II1.
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A similar problem would arise if adjustments were made to account for economic factors that
may affect future participation but are not explicitly contained in the model. The difficulty with such
adjustments is that economic factors excluded from the model may be correlated with economic
factors that are included in the model. The model incorporates the effects of excluded economic
factors via their correlation with the economic factors that are included. Adjusting forecasts to
account for excluded economic factors may mean that the effects of the excluded economic factors
will be double-counted, which may increase future forecast errors.

Out-of-model adjustments should reflect the effects of factors that are not captured by the model
in any way. Program changes that are scheduled to be implemented in the future are examples of
factors that are not captured by the model. However, for the preceding reasons, out-of-model
adjustments for factors other than future program changes should be considered carefully, to

determine whether some part of the adjustment is not already captured by the model.

E. REPORTING THE RESULTSOF STEPS 1TO 4

The ultimate objective of the forecasting process is to provide reasonably precise forecasts of
FSP participation and benefit receipt. If the results of steps 1-4 are reported in a consistent format
over time, it will be possible to evaluate the performance of the forecasting process over time, to
ascertain the precision of out-of-model adjustments from accumulated experience, and to verify
previous forecasts if necessary. The reporting format could follow steps 1-4, with a preface
summarizing the model forecasts and significant adjustments made to the model forecasts due to out-

of-model changes. Attachment IV.1 provides a prototype reporting form that could be used for the

forecasting process.

F. EVALUATING THE QUALITY OF FORECASTS
By adhering to the process represented by steps -5, accumulated forecasting experience will be

compiled in a uniform manner that will generate useful input for assessing the forecasting model



periodicaly. A straightforward way to assess the qudity of the forecasts over time would be to record
the actual levels of participation and benefits in future periods on the recordkeeping form that
contained the forecasts for those periods. The same procedure could be followed for assessing the
accuracy of the forecasts of the explanatory variables on which the forecasts of participation and
benefits were based. A simple calculation would then reveal the extent to which forecasts of
participation and benefits were inaccurate due to inaccuracies in the forecasts of the explanatory
variables. Summary statistics of forecast errors could be produced and accumulated over time.
The purpose of structuring the forecasting process as it is presented in this chapter is to
maximize what can be learned from previous forecasting experience. By recording and annotating
changes to the forecasting models and the data, it will be possible to determine the sources of
improvementsin the quality of the forecasts. This information may help guide future evaluations of

dternative forecasting models.
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A.

AITACHMENT IV.1

PROTOTYPE RECORDKEEPING FORM:

FORECASTS OF FOOD STAMP PROGRAM COSTS

DATE:

PERIOD OF FORECAST:

TYPE OF FORECAST

INITIAL BUDGET
MID-SESSION REVIEW
WITHIN-YEARREVIEW
OTHER (SPECIFY)

]

MODEL OF FSP PARTICIPATION (If usng more than one mode to predict participation,
document information for each model separately.)

1. Sample Period Used in the Estimation:

2. Frequency of Observations (Monthly or Quarterly):

3. Dependent Variable:

4.  List of Independent Variables:

5.  Seasona Adjustment Method: (Check One)
(a) None
(b) Regression method
(c) Ratio to moving average method

- Multiplicative
- Additive
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10.

(d) Other (specify)

If (c) is checked, list seasonal adjustment factors. (This form assumes that: quarterly
data are used in the estimation. Specify monthly adjustment factorsif monthly data are
used.)

Quarter 1
Quarter 2
Quarter 3
Quarter 4

Error-Term Specification

Classical

Autoregressive (specify order)
Moving average (specify order)
Other (specify)

If any item in 6 is checked, specify the estimation technique:

Cochrane-Orcultt iterative least squares
Durbin two-stage method

Hildreth-Lu search procedure
Maximum likelihood

Other (Specify)

Econometric software package used:
SAS
TSP
Other (Specify)
Attach to this form the regression output and data used in the estimation.

List modifications made to the model since the last date of the forecast, and comment
on the reason for the change in specification.

Replacing forecasts with actua values (specify variables)

Changes in sample period

Changes in program/legidative variables
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PEN

B.

Changes in other regresson variables

Other changes (specify)

FORECASTED VALUES

L

Forecasts of Independent Variables

(a)

Date That Forecast

Source of Forecast: OMB

Other (Specify):

Date That Actual Vaues

Was Generated: Were Recorded:
Actual Minus Forecasted
Values of Independent
Forecasted Vaue Actuad Vaue Variables
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(b) Source of Forecast: O M__ B

Other (Specify):

Date That Forecast Date That Actual Values
Was Generated: Were Recorded:

Actual Minus Forecasted
Values of Independent
Forecasted Vaue Actual Vaue Variables

IF MORE THAN TWO FORECASTED EXPLANATORY VARIABLES ARE
USED, ATTACH FORECASTED VALUES, SOURCE, AND DATA ON
ADDITIONAL SHEET.

2. Forecasts of the Dependent Variable
Forecast Error (FE)
(Actua Vaue Minus
Forecasted Value Actua Vaue Forecasted Value)

One Year Ahead:

Q1
Q2
Q3
Q4
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-

Two Years Ahead:

Q5
Q6
Q7
Q8

Out-of-sample forecast datistics:

One year ahead:
Mean forecast error?
Root mean square error?

Two years ahead:
Mean forecast error
Root mean square error

4The mean forecast error (mfe) is the average value of the forecast errors for the period under
consideration. The one-year-ahead mfe is:

Q4 FE;
mfe= ¥
=g, *

and the two-year-ahead mfeis:

8 FE;
mfe= ¥
i=05 4

The root mean square error (rrnse) is computed by taking the square root of the average of the
squared forecast errors. The one-year-ahead rmse is.

and the two-year-ahead rmse is.
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C. AVERAGE BENEFIT FORECASTS
1. Check type of model used for benefit forecasts
Regression model Formula
2. |IF A REGRESSION MODEL IS USED TO ESTIMATE BENEFITS, USE THE
GUIDELINES SPECIFIED IN SECTIONS A AND B, AND REPORT MODEL
ESTIMATES AND FORECASTS.

3. If using a formula to calculate average benefits, specify formula

4.  List all modifications made to the formula since the last forecast date.

Changes in formula parameters

Changes in program variables

Other changes (specify)

5.  Forecasts of Variables Used in the Formula to Predict Benefits.

(a) Source of Forecast: O M__B
Other (Specify):

Date That Forecast Date That Actual Values

Was Generated: Were Recorded:

Actual Minus Forecasted

Vaues of Independent
Forecasted Value Actua Value Variables
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(b) Source of Forecast: OMB

Other (Specify):

Date That Forecast Date That Actua Values
Was Generated: Were Recorded:

Actual Minus Forecasted
Vaues of Independent
Forecasted Vaue Actual Vaue Variables

IF USING MORE THAN TWO FORECASTED VARIABLES, ATTACH SOURCE,
GENERATION DATA, AND FORECASTED VALUES ON ADDITIONAL SHEET.

6. Average Benefit Forecasts

Forecast Error (FE)
(Actual Vaue Minus
Forecasted Vaue Actuad Vaue Forecasted Value)

One Year Ahead:

Q1
Q2
Q3
Q4

Two Y ears Ahead:

Qs
Q6
Q7
Q8
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Out-of-sampl e forecast statistics:

One year ahead:
Mean forecast error
Root mean square error

Two years ahead:
Mean forecast error
Root mean square error

D. EFFECTSOF OUT-OF-MODEL FACTORS

1

List al out-of-model adjustments to participation forecasts, and comment briefly on the
nature of the adjustments. Attach additional sheets if necessary.

(a) Prospective program changes

(b) Expected changes in excluded economic factors

(c) Expected changes in excluded demographic factors

(d) Other changes (specify)

Briefly comment on the magnitudes used for the adjustments, and report the expected
out-of-model change in participation over the next eight quarters.

Comments:

Expected Out-of-Model
Changes in Participation

One Year Ahead

Q1
Q2
Q3
Q4
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Two Y ears Ahead

Qs
Q6

Q7
Qs

List all out-of-model adjustments to average benefit forecasts and comment briefly on
the nature of adjustments.

(a) Prospective program change

(b) Other changes (specify)

Comment briefly on the magnitude used for the adjustments, and report the expected
out-of-model changes in average benefits over the next eight quarters.

Comments:

Expected Out-of-Model
Changes in Average Benefits

One Year Ahead

Q1
Q2
Q3
Q4

Two Years Ahead
Qs
Q6

Q7
Q8
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E.

FORECASTS OF TOTAL PROGRAM COSTS

1

Type of Model Used for Total Cost Forecasts

Product of forecasted participation and
forecasted average benefits Regression model

IF A REGRESSION MODEL OF TOTAL BENEFITS IS USED, FOLLOW THE
GUIDELINES SPECIFIED IN SECTIONS A AND B, AND REPORT MODEL
ESTIMATES AND FORECASTS. ANY OUT-OF-MODEL ADJUSTMENTS MADE
SHOULD BE REPORTED USING THE GUIDELINES IN SECTION D. SKIP
STEP 3 AND WRITE TOTAL BENEFIT FORECASTS FROM THE MODEL IN
COLUMN (7) OF STEP 4.

Compute total benefit forecasts as the product of forecasted participation and forecasted
average benefits.

(a) Write down forecasted participation from Step 2 in Section B and expected out-
of-model changes from Step 2 in Section D in Columns 1 and 2, respectively.

(1) + ) = A3)

Participation
Forecasts from Out-of-Model Total Participation
Model Changes Forecasts
One Year Ahead:
Q1
Q2
Q3
Q4
Two Years Ahead:
Qs
Q6
Q7
Q8
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(b)  Write down forecasted average benefits from Step 5 in Section C and expected
out-of-model changes in average benefits from Step 4 in Section D in Columns
4 and 5, respectively.

4 _ + (5 = (6) _
Average Benefit Out-of-Model Total Average Benefit

Forecasts Changes Forecasts
One Year Ahead:
Q1
Q2
Q3
Q4
Two Years Ahead:
Qs
Q6
Q7
Q8
Total Benefit Forecasts

a ©) )
Total Benefit
Forecasts Forecast Error (Actual
Col. (3) times Actud Totd Minus Forecasted

Cal. (6) Benefits Totd Benefits)
One Year Ahead:
Q1
Q2
Q3
Q4
Two Years Ahead:
Qs
Q6
Q7
Q8

81



Out-of-sampl e forecast statistics:

One year ahead:
Mean forecast error
Root mean square error

Two years ahead:
Mean forecast error
Root mean square error
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APPENDIX A

COMPARISON OF OMB FORECASTS OF UNEMPLOYMENT RATES
WITH ACTUAL UNEMPLOYMENT BATES, 1982 TO 1989






The quality of the FSP participation and benefits forecasts depends partly on the quality of the
forecasts of other variables used to generate participation and benefit forecasts, especially the
unemployment rate. Two-year-ahead OMB forecasts of the unemployment rate were examined; this
time period corresponds to the forecast period for the FNS budgeting process. Because some of the
forecast data were unavailable, the forecasts for fiscal year 1982 are the revised forecasts from
February 1981, and the forecasts for fiscal year 1984 are the figures from the mid-session review in
1982.

As shown in Figure A.1, the actual (seasonally adjusted) unemployment rate deviated
substantially from the OMB forecasts of the unemployment rate, especially in the early 1980s. The
average magnitude of the forecast error was approximately .81, which represents just over 10 percent
of the average unemployment rate of 7.4 percent over the period. The budget forecasts do not
appear to be highly accurate predictions of the actual unemployment rate during the 1980s, though
the forecast accuracy improves in recent years.

In addition, the forecast errors appear to be somewhat systematic. As shown in Figure AS, the
unemployment forecast tended to be below the actual unemployment rate when the actual rate was
high, asit was in the early 1980s, and tended to be above the actual unemployment rate when the
actual rate waslow, asit wasin the late 1980s. The positive relationship between the forecast error
and the actual unemployment rate is demonstrated in the scatter diagram in Figure A.2. For high
values of actual unemployment, the scatter points lie above the 45 degree line, while the scatter

points lie below the line for low values of actua unemployment.
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FIGURE A.l1

FORECASTED AND ACTUAL UNEMPLOYMENT RATES
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FIGURE A.2

SCATTER DI AGRAM - FORECASTED AND ACTUAL UNEMPLOYMENT RATE
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The effects of unemployment rate forecast errors on FSP participation forecast errors can be
illustrated using a simple example. A simple regression model of FSP participation with the

unemployment rate as a single explanatory variable can be written:
(Al) Y, =a+bX, +¢

If it is assumed that (1) the true coefficients (a and b) are known, (2) the variance of the random
error term ¢ is zero, and (3) an unbiased forecast of the explanatory variable Xt is available, with

forecast variance g;’:lhen the forecast variance of Y isgiven by:
A2  Vy=b*a

For example, if we assume that the unemployment rate coefficient b has avalue of 775, and the two-
year-ahead unemployment rate forecast variance is .16, then according to equation (A.2), the forecast
variance for FSP participation would be 360,375.1 Further calculations indicate that in this case, the
unemployment rate forecast error variance gives rise to a 95 percent confidence interval for monthly
FSP participation two years ahead of plus or minus 620,000.

In theory, the confidence interval for the FSP participation forecast is larger because the
coefficients of the model must be estimated, and because random factors affect participation. The
FSP participation confidence interval estimated in Chapter |11 took into account these factors but
did not include the effects of unemployment rate forecast error. If the three sources of variance are
assumed to be independent, the 95 percent confidence interval for monthly FSP participation based
on the sum of the variances would be roughly plus or minus 1.7 million participants. In other words,
the confidence interval is larger by amost 55 percent when the forecast variance of the

unemployment rate is included in the model.

IThe two-year-ahead OMB unemployment rate forecast variance estimate of .16 was calculated
over the period 1984 to 1989 for the data shown in Figure A.1.
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APPENDIX B

ADDITIONAL REGRESSION MODELS OF
FSP PARTICIPATION
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TABLE B.1

REGRESSION MODELS OF FSP PARTICIPATION THAT INCLUDE ADDITIONAL EXPLANATORY VARIABLES REFLECTING GENERAL ECONOMIC CONDITIONS

(1)

@

©) @

&)

)

)

)

®)

{10)

(11)

(12)

Number of unemployed
workers thousands)

Number of unemployed
workers lagged one
quarter {thousands)

Number of workers
exhausting Ul benefits
¢housands)

Number of first Ul payments
ghousands)

Consumer price index

Per capita disposable
income {thousands of
dollars)

Number of workers
empioyad in retail trade
{thousands)

Number of workers
employad in non-
agricultura jobs
ghousaris)

Hourly wages
Woeeily wages
Hourly wages in the

porsonal senices industry

Hourdy weges in the retail
trade industry

Woeeldyearnings in the
personal senvices industry

Weeidy earnings in the retall
trade industry

Elimination of purchase
requirement (EPR)

OBRA 1981 REC2)

18t quarter dumm9

0.49
©13)

030
0.12)

67
28)

52053
58.4)

-887.7
@439)

2207
2)

023
©20)

033
0.16)

50125
4759)

8473
@443)

168.6
©89)

0.38 038
©.1%) ©.12)

022 023
©.10) ©.11)

&)

818
©73)

4,765.7 4,9430
(500.3) (478.3)

-854.8 -788.5

e81.7) ©91.1)

222.0 220.7
174.7) 8.7)

0.35

©.13)

025

©:10)

0.01

©.12)

5,089.3
465.6)°

-885.5
(295.9)

206.0
4.8

0.37
©.42)

025
©-10)

0.01
©.00)

49873
482.4)

-735.6
©284.4)

2057
73.8)

0.39
©.19)

022
©.10)

282
(208.2)

4,853.0
(480.5)

-8543
85.2)

2195
P3.3)

0.41
©12)

021

0.10)

8.30
852)

4,800.9
4832)

-884.1
@832)
232.8

2%

0.38
01

021
©.10)

401.0
{@50.5)

4.7882
£04.2)

-845.1
©2765)

2325
a.4)

0.40
0.1

0.8
©.10)

7009
4622)

46728
{506.1)

-882.1
@622)

226.8
{70.8)

035
©.10)

022
©.00)

685
@12)

43421
(404.6)

7285
©48.1)

147.3
©s.0)

043
P11

0.18
©.10)

282
(145)

45975
(498.8)

881.4
@s2.5)

304.1
84.0)
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TABLE B.1 (continued)

) @) ()] @) ®) ) Y] @) ®) (10) (1) (12)
4802
2nd quaster dummy 660.4 362.7 499.6 4602 5102 512.7 (118.7) 503.1 470.7 431.7 611.0 663.7
(1172) (180.5) (113.6) (118.4) (116.0) (116.6) (113.4) (114.5) (116.6) (1073) (1172)
3rd quarter dummy 287.8 241.5 2689 256.6 241.1 237.7 265.4 282.1 2722 273.6 200.3 3708
#09) ©08) (80.7) ©29) 83.3) ®2.1) ®©12) @45) {0.1) 87.8) ©53) (102.1)
Constant 8,223.1 9,983.2 6,672.0 9,533.8 98722 86758 8,501.1 78711 8,267.4 6,62768 -8,843.1 5,783.6
(758.5) 7172) (1,689.7) (1218.4) RA312.1) PP14.7) (1,773.4) {2,0125) 2,114.1) £28359) (7 A20.1) 2,641.0)
[ 0.77 0.78 0.61 0.79 0.78 0.79 0.61 0.82 083 084 0.88 084
poo) ©.09) 0.08) ©0.10) (0-10) (0.10) ©.009) (0.00) ©.00) ©.08) ©.02) ©0.08)
ﬁZ 0.8 098 0.98 0.8 0.99 0.99 0.99 0.96 098 0.00 0.8 0.90
Standerd emror of the 223.1 232.6 226.3 232.4 2342 233.6 230.1 226.6 2288 224.0 215.4 2208
regression
Durbin-Watsonsie. ¢ 15 1.3 1.6 1.4 1.4 1.4 1.5 1.5 1.6 1.5 1.3 1S
Sampie period FY1977.1- FY1977.1- FY1977.1- FY1977.1- FY1877.1- FY1977.1- FY1877.3- FY1877.1- FYerra- FY1877.1- FY1877 3- FY1977.1-
FY1988.4 FY19680.4 FY1889.4 Fy1888.4 FY1680.4 FYle6e.4 FY1888.4 FY1880.4 FY1989.4 FY1080.4 FY1988.4 FY1988.4

NOTES: Standard ervors are in parentheses. The depsndent variabie is the monthly average of FSP participants (in thousands) during a fiscal year quarter.
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TABLE B.2

REGRESSION MODELS OF FSP PARTICIPATION THAT INCLUDE ADDITIONAL DEMOGRAPHIC CHARACTERISTICS,
FSP PROGRAM PARAMETERS, AND LEGISLATIVE CHANGE VARIABLES

) 2 ©) (4) (5) (6)
Number of unemployed workers 0.37 0.34 0.30 0.35 0.34 0.36
(thousands) (0.11) (0.13) (0.13) (0.11) (012 0.11)
Number of unemployed workers 0.21 0.25 0.16 0.25 0.25 0.25
lagged one quarter (thousands) (0.10 (0.11) (0.12) (0.10) (0.10) (0.10)
Number of female-headed households 846.6 - - - - -
below poverty with children under (640.7)
18 (thousands)
Number of SSl recipients - 0.20 - - - -
(thousands) (1.00)
Maximum allotment for a family of - - - ‘5.0 -- - -
four (10.7)
Standard deduction - - 321 - - -
(43.0)
Bxcess shelter and child care - - -24.6 - - -
deductions (21.5)
Foad Stamp Act 1986 dummy - - - 242 - -
(238.7)
IRCA dummy -- - - - -76.4 -
(241.8)
Hunger Prevention Act dummy - - - - - 1939
(232.2)
Elimination of purchase requirement 4927.9 5,088.5 2379 5,083.1 5,117.8 5,052.5
(EPR) (4726) (467.5) (3481.3) (461.6) (455.7) (451.1)
OBRA 1981 (REC2) -855.1 -657.9 -971.8 -678.5 -655.3 -6928
(268.9) (254.2) (268.9) (246.0) (247.4) (234.4)
1st quarter dummy 223.7 201.1 2523 205.3 200.3 197.8
(728) (79.2) (77.6) (74.6) (77.5) (74.4)
2nd quarter dummy 497.4 515.0 534.2 507.6 5127 500.
(113.4) (12Q.3) (141.6) (1192 (117.6) (117.0)
3rd quarter dummy 273.0 2427 339.9 239.9 2322 234.8
(90.6) (93.3) (100.8) (91.7) (93.7) (91.1)



TABLE B.2 (continued)

) @ @3) @) (5) (6)
Constant 7,931.7 11,066.6 15,565.1 10,095.4 10,145.0 10,036.2
(1,991.7) (4,979.0) (4,290.4) (717.4) (707.0) (660.9)
P 0.81 0.17 0.78 0.78 0.78 0.77
(0.09) (0.10) (0.08) (0.10) (0.09) (0.09)
R? 0.99 0.99 0.97 0.99 0.99 0.92
Standard error of the regression 227.9 234.1 221.3 234.2 233.9 2322
Durbin-Watson statistic 15 14 15 14 14 1.4
Sample period FY1977.1- FY1971.1- FY1971.1- FY1977.1- FY1977.1- FY1977.1-
FY1989.4 FY1989.4 Fy1989.4 FY1989.4 FY1989.4 FY1989.4
NOTES.  Standard errors are in parentheses. The dependent variable is the monthly average of FSP participants (in thousands) during a fiscal year quarter.
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APPENDIX C

TIME SERIES MODELS OF FOOD STAMP PROGRAM PARTICIPATION
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This appendix analyzes the pattern of FSP participation over time based on a time-series model.
The pattern of participation isfirst investigated to ensure that participation has the properties that
are consistent with the assumptions that underlie a time-series model. A time-series model of
participation is then specified as a function of previous values of participation. Two models of
participation are estimated, and out-of-sample forecasts of participation are calculated from these
models. The results indicate that time-series models generate less precise forecasts than do regresson

models.

A. STATIONARITY TESTS OF THE FSP PARTICIPATION SERIES

A time-series model of FSP participation is based on the assumption that participation is
generated by a stationary stochastic process--that the value of participation at each point in time
represents a random draw from a probability distribution whose parameters do not vary, over time.
If the stochastic process underlying participation is not stationary, it is usualy possible to transform
the series into one that is stationary, by taking first or second differences.

One method for determining whether a series is stationary is to examine the sample
autocorrelation function of the series. The autocorrelation function measures the correlation
between neighboring data points in a series. More specifically, if we denote the value of the variable
in period t as Pt, then the autocorrelation function gives for each lag k the correlation between P,
and P, ., (denoted as ry). If a series is stationary, the autocorrelation function will approach zero
as k, the number of lags, becomes large. The autocorrelaion function will approach zero very sowly
or not at all if the series is nonstationary.

A plot of the sample autocorrelations presented in Figure C.1 suggests that participation may
be dationary, but the evidence is not conclusive. The positive autocorrelations in the early lags drop

off quickly toward zero, but the autocorrelations are negative at fairly long lags.
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FIGURE C.1

SAMPLE AUTOCORRELATIONS FOR LEVELS OF
FOOD STAMP PARTICIPATION
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Given the uncertainty about the stationarity of the participation series based on the sample
autocorrelation function, Dickey-Fuller tests were conducted to determine whether the participation
series is stationary (Dickey and Fuller, 1981). The Dickey-Fuller stationarity test is based on a

regression of the form:

(1) Pt =13q + alPt_l + a2(Pt_1 - Pt_z) +...+ aj(Pt_j+1 - Pt-j) + Up

where P, is the level of participation in time t, u, is a random disturbance, and the &'s are the
parameters to be estimated. The Dickey-Fuller test is atest of the null hypothesis that a, is equal
to one versus the hypothesis that a, is less than one. If the null hypothesis is rejected, then the
conclusion is that a, is less than one and the series is stationary. If the null hypothesis that the
estimate of a, is equal to one cannot be rejected, then the conclusion is that the series may be
nonstationary.

Subtracting P,_; from both sides of equation, (1) yields:
(2 P-Py=ag+(a - DPg+ay(Pry - P+ 3Py -Pry) o vy

In this case, the test for stationarity isatest of the null hypothesis that the coefficient on the lagged
participation level, a; - 1, is equal to zero. If the null hypothesis is rejected and the coefficient on
lagged participation is negative, then we conclude that the series is stationary. The test statistic to
be used for this version of the Dickey-Fuller test is the t-statistic for the coefficient on lagged
participation--the coefficient divided by its standard error. The critical value for the t-statistic
corresponding to the 95 percent level of confidence with 50 observations is -2.93.

Table C.I contains the regression estimates for the Dickey-Fuller tests. Five different
specifications were tested, using up to four lags of the first difference of participation on the right-

hand-side of the equation. For al of the five specifications tested, the test statistic exceeded the
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TABLEC.1

REGRESSION ESTIMATES USED FOR DICKEY-FULLER
TESTS FOR THE STATIONARITY OF FSP PARTICIPATION
(Standard errors in parentheses)

Model
Explanatory Variables =0 j-1 j=2 j=3 j=4
Constant 4,584 4,309 4,239 4,235 4,199
(951) (964) (931) (907) (657)
P -.229 -216 -211 -212 ~212
(:049) (.049) (047) (.046) (.033)
(Prq-Pr) 170 243 302 188
(127 (128) (.130) (.096)
(Pea-Pp3) -248 .332 -133
(124) (.130) (-100)
(Ps-P) 216 -.001
(124) (.097)
(Peg - Prs) 533
(.089)
Stationarity Test Statistic -4.72 -4.40 4.46 -4.59 -6.34
(Estimated Coefficient on P,
1 divided by its standard
error)
Observations 43 43 43 43 43

NOTE:  The 95 percent critical value for the t-teat of the null hypothesis that the coefficient on P, is equal to oneis -2.93 (for 50
observations).
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critical value, meaning that the null hypothesis of nonstationarity can be rejected at the 95 percent

level of confidencein each case.

B. TIME-SERIES MODELS OF FSP PARTICIPATION

There are two basic types of time-series models. The first model is termed an autoregressive
process, in which the current observation of a variable is generated by a weighted sum of past
observations and a random disturbance in the current period. An autoregressive process of order p

is written as:

(3) Pt = bo + blPt_l + bzP‘_z + ...+ prt-p + et,

and is denoted as AR(p). The second basic model is termed a moving average process, in which the
current observation of the variable is generated by a weighted sum of random disturbances from
previous periods and a random disturbance in the current period. A moving average process of order

giswritten as:
4 P, =cyptcie g+t + CqCt-q +oe

and is denoted as MA(Q).

Stationary processes may be combinations of autoregressive and moving average elements.
Combined processes are caled mixed autoregressive moving-average processes, and are denoted
ARMA (p,q). The objective of our time-series analysis was to determine combinations of these two
types of processes that best characterize the FSP participation series.

Based on the plot of the sample autocorrelation function presented in Figure C.I and on a
preliminary investigation of aternative specifications, two specifications were used to describe the FSP
participation series. These two equations, whose estimates are presented in Table C.2, specify that

participation follows an ARMA(S,1) procedure, with controls for the seasonality of the series,
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TABLEC.2

TIME-SERIES MODELS OF FSP PARTICIPATION
(Standard Errors in Parentheses)

Model

Variable (1) (2)
Constant 19,500.0 20,622.6

(385) (1,863)
P 0.84 157

(0.05) (0.17)
Pt-2 - -0.70

(0.16)

P4 0.70

(0.10)
Pig -0.68

(0.08)
€1 0.69 -0.09

(0.16) (0.23)
Seasonality Coefficient y 0.78

(0.08)

Standard Error of the Regression 350.8 359
Durbin-Watson Statistic 1.94 191
R? 0.97 0.97
Sample Period 1977.1-1989.4 1977.1-1989.4

Out-of-Sample Forecasts
Mean Forecast Error

1988 -1,267.3 -1,270.3

1989 248.0 -527.0

Average -509.5 -898.5
Root Mean Square Error

1988 1,286.5 1,301.2

1989 266.0 535.1

Average 776.3 018.1
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or an ARMA(5,1) procedure, with alternative controls for seasonality. Seasonality in the first
equation is modeled by including the fourth and fifth lags of the autoregressive process. The
observation in the current quarter is related to the value four quarters earlier, due to seasonality.
The fifth lag is also included in the equation due to the combination of seasonality and the AR(l)
component of the series. In the second equation, seasonality is modeled alternatively by specifying

the equation as:
(5) Py = bg+byPy+bP gy tciey + ¥(Pry) + y(byPrs) +7(bPreg) €

where the fourth, fifth, and sixth lags of participation are included in the equation due to the
seasonality of the series, which is measured by the autoregressive seasonal adjustment parameter.

The sample autocorrelation function for the residuals of the estimated equations provides a
diagnostic check of the validity of the time-series models of FSP participation. If a modd is specified
correctly, the resduals should be uncorrelated with each other. The sample autocorrelation functions
for the two models are shown in Figure C.2. The absence of any large spikes in the residual
autocorrelations indicates that the estimated residuals -are uncorrelated with each other in both
models.

The hypothesis that the residual autocorrelations back to some maximum lag k were equal to

zero was tested with the Q-statistic. The Q-statistic is equal to:
X 2
6 Q = T/CEI 8%

where T is the number of observationsin the time series, and sy is the estimate of the kth residual
autocorrelation. A large Q-statistic arises when the residual autocorrelations are large. The Q-

statistic is distributed xz (K-p-cl) degrees of freedom. The Q-statistics for the modelsin Table C.2

are equa to 5.9 and 9.6. Both of these statistics are small and fall well below the 90 percent
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"FIGURE C.2

SAMPLE AUTOCORRELATIONS OF RESIDUALS
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critical value of the xz distribution, which is equal to 21.0 with 14 degrees of freedom. The Q-
statistics thus provide evidence that the models are correctly specified.

As a final check of the models, the sample autocorrelation functions for the predicted
participation series for each of the models were compared with the sample autocorrelation function
for the original series. The plots of the sample autocorrelation functions for the two predicted
participation series and the origina series are shown in Figure C.3. Both modds generated predicted
participation series whose sample autocorrelations look similar to the autocorrelations for the origina
series, providing further evidence that the stochastic process is specified correctly.

Two reasonable time-series representations of the stochastic process that generate the level of
FSP participation have been found. However, as evident from the out-of-sample forecast statistics
shown in Table C.2, neither model is able to forecast accurately out-of-sample. The mmse was 776
for modd 1 and 918 for model 2, which are considerably larger than the rmse vaues obtained for the
regression models examined in Chapter I11. The implication is that it is feasible to use time-series

methods to forecast participation, but using regresson methods will generate more precise forecasts.

D. SUMMARY

, Time-series analysis is the mgor alternative to regresson analyss for forecasting the level of FSP
participation over time. The result of the time-series analysis can be summarized briefly.
Participation appears to be a stationary series--the stochastic process that generates the seriesis not
variable over time. The time-series pattern of participation can be explained with a simple
autoregressive moving-average model that controls for seasonality. However, the out-of-sample

forecagting abilities of the time-series models are limited.
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FIGURE C.3

SAMPLE AUTOCORRELATIONS ACTUAL AND PREDICTED PARTICIPATION
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APPENDIX D

DATA USED IN MODEL ESTIMATION
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AVNETELG
BONUS

CPI

CPIFAH
DISPINC

EPR

ESCC
FEMHEAD

FEMPOV

FIRSTPAY

FOODACT

HACT

HRLYLND
HOURLY
HRLYRET
IRCA
NAEMP
NEWAFDC
NEWPSEM

NEWREC

NEWUIEX

QUARTERLY MODELS

Net monthly household income eligibility limit for afamily of four

Average monthly benefit received by FSP participants during a fisca year quarter
Consumer price index

CPI for food at home, not seasonally adjusted

Per-capita disposable income (in thousands of dollars)

Elimination of purchase requirement dummy (equals O through FY 1979.1;
fluctuates between 0 and 1, FY 1979.2 - FY 1980.1; equals 1 thereafter)

Excess shelter and child care deductions
Number of female-headed households with children under 18 (in thousands)

Number of femae-headed households below poverty level with children under 18
(in thousands)

Number of first Ul payments (in thousands)

Food Stamp Act of 1986 dummy (equals O through FY 1986.4; equals 1
thereafter)

Fiscal year 1989.3 dummy (Hunger Prevention Act) (equas O through FY 1989.2;
equals 1 thereafter)

Hourly wages in the persond services industry

Hourly wages

Hourly wages in the retail trade industry

IRCA dummy (equas O through FY 1987.3; equas 1 thereafter)

Number of workers employed in nonagricultura jobs (in thousands)

Number of AFDC recipients (in thousands)

Number of workers employed in the personal services industry (in thousands)

OBRA 1981 dummy (referred to as REC2 in the text) (equals O through FY
1981.4; equals 1 thereafter)

Number of workers exhausting UT benefits (in thousands)

11



NUSPART
PADUM
QRT1
QRT2
QRT3

REC

RETEMP

SAUSPART

SCPIFAH
SD

SSI

TFP

TOTBEN

UAJULEV
URADJ
URATE

USPART

WEEIUND
WEEKLY

WEEKRET

Monthly average of FSP participants (in thousands) during a fiscal year quarter
(not seasonally adjusted)

Fiscal year 1988 dummy (equals O through FY 1987.4; equals 1 thereafter)

1st quarter dummy (equals 1 if fiscal year quarter is 1; equals O otherwise)

2nd quarter dummy (equals 1 if fiscal year quarter is 2; equals 0 otherwise)

3rd quarter dummy (equals 1 if fiscal year quarter is 3; equals O otherwise)
OBRA 1981 dummy (equals O through FY 1981.4; is between 0 and 1, FY
1982.1 - FY 1982.2; equals 1, FY 1982.3 - FY 1983.4; fluctuates between 0 and
1, FY 1984.1 - FY 1988.2; equals 0O thereafter)

Number of workers employed in retail trade (in thousands)

Seasonally adjusted monthly average of FSP participants (in thousands) during a -
fiscal year quarter

CPI for food at home, seasonally adjusted
Standard deduction

Number of SSI recipients (in thousands)
Maximum allotment for afamily of four

Monthly average of total benefits (in millions of dollars) received by FSP
participants during a fiscal year quarter

Number of unemployed workers (in thousands)
Unemployment rate, seasonally adjusted
Unemployment rate, not seasonally adjusted

Monthly average of FSP participants (in thousands) during a fiscal year quarter
(not seasonally adjusted)

Weekly earnings in the personal servicesindustry
Weekly wages —

Weekly earnings in the retail trade industry
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MONTHLY MODELS

MCPIFAH CPI for food at home

MEPR Elimination of purchase requirement dummy (equals O through Dec 1978;
fluctuates between 0 and 1, Jan = Dec 1979; equals 1 thereafter)

MFSPART Monthly average of FSP participants (in thousands)

MREC OBRA 1981 dummy (referred to as REC2 in the text) (equals O through Sep

1981; equals 1 thereafter)

MURATE Unemployment rate

—
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